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The electromagnetic field in a linear, nonmagnetic, nonabsorbing uniaxial crystal which fills the entire half­
space z " 0 and whose optic axis is perpendicular to the plane z = 0 is represented as an angular spectrum of 
plane waves, The angular spectrum representation consists of a superposition of plane ele~tromagnetic waves 
expressed as the sum of two integrals. In general both homogeneous and evanescent plane waves are required 
in each integral. Each plane wave of the spectrum satisfies the identical equations obeyed by the entire field. 
The homogeneous plane waves of the first integral are all ordinary waves and those of the second integral all 
extraordinary waves. The spectral amplitudes of the field are explicitly expressed in terms of the Fourier 
transform of the field in the place z = O. The method of stationary phase is applied to the integral represen­
tation and it is thereby shown that in the far zone the field may be expressed as the sum of an outgoing (non­
uniform) spherical wave and an outgoing (nonuniform) ellipsoidal wave. The amplitude of these waves, at each 
point on the wave surface, is expressed in terms of the Fourier transform of the field in the plane z = O. 

1. INTRODUCTION 

It has been known for some time that it is possible, 
under rather general conditions, to represent a mono­
chromatic electromagnetic field in an empty half­
space, z ~ 0 say, as an angular spectrum of plane 
waves. 1 - 3 The angular spectrum representation of 
such fields consists in general of a superposition of 
homogeneous plane waves which propagate in all 
directions into the half-space and a superposition of 
evanescent waves which propagate in directions 
parallel to the xy plane and decay exponentially in 
the positive z direction. Each plane wave component 
of the spectrum, whether homogeneous or evanescent, 
satisfies the sam e set of equations which are obeyed 
by the entire field; in this sense the angular spectrum 
representation is a true mode expansion of the field. 

Since the early 1950' s this representation has been 
successfully employed, with increasing frequency 
(sometimes in a restricted form), in the solution of 
a great variety of physical problems such as diffrac­
tion theory,4 the theory of optical instruments, 5,6 
radio propagation,7 antenna theory, 8, 9 holo­
graphy,lO-12 and many other topicS. 13 

The usefulness of the angular spectrum representa­
tion of electromagnetic fields in vacuo suggests that 
it may be desirable to investigate the existence of a 
similar representation of fields inside material 
media. Such a representation would be helpful in the 
treatment of various problems involving the inter­
action of electromagnetic radiation and bulk matter. 
If the half-space z ~ 0 contains for example a homo­
geneous isotropic, linear, nonabsorbing, nonmagnetic 
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dielectric, it is easily seen that the angular spectrum 
representation is identical with that for the vacuum 
case except for the change of wave number from 
w/c for the vacuum case nw/c for the dielectric 
case where w is the frequency, c is the vacuum velo­
city of the radiation, and n is the index of refraction 
at frequency w. H, however, the dielectric has the 
properties mentioned above except that it is noniso­
tropic, the situation is quite different, and this prob­
lem has up to now received little attention in the 
literature. 14 

In this paper and the next we shall extend the angular 
spectrum representation to cover fields in anisotro­
pic media. Paper I will be devoted to uniaxial crys­
tals and Paper II mostly to biaxial crystals. 

2. DERIVATION OF THE ANGULAR SPECTRUM 
REPRESENTATION 

Monochromatic electric and magnetic fields 

E(r, t) = Eo(r) exp(- iwt) (la) 
and 

H(r, t) = Ho(r) exp(- iwt) (lb) 

in a (macroscopically) homogeneous, linear, nonmag­
netic, nonabsorbing anisotropic source-free dielectric 
filling a volume V obey Maxwell's equations which in 
the Gaussian system of units have the form15: 

curl Ho(r) + (iw/c) €. Eo(r) = 0, 

curl Eo(r) - (iw/c)Ho(r) = 0, 

(2a) 

(2b) 
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div[£oEo(r)] = 0 

div Ho(r) = 0, (2d) 

inside the volume V. We have made use of the rela­
tionship 

(3) 

between the electrical displacement Do and the elec­
tric vector Eo, where £ is the (real) dielectric tensor 
of the medium. Upon substituting Eq. (2b) into Eq. 
(2a), we see that Eo(r) satisfies the equation 

curl curl Eo(r) - k 2 p Eo(r) = 0, 
where 

k = wlc. 

(4) 

(5) 

If we choose as our coordinate axes the principal 
dielectric axes of the medium, the vector £ 0 Eo takes 
the form (E 1Eox ' E2EOY ' E3Eo)' We now make the 
assumptions that 

(6) 

and that the volume V is the entire half-space z ;:0 O. 
Thus we are restricting our attention to a semiinfinite 
uniaxial crystal whose optic axis is perpendicular to 
the face of the crystal. 

We shall confine our attention in what follows mostly 
to the electric field; the magnetic field is obtained in 
a straightforward manner by the use of Eq. (2b). Let 
us now write the electric field Eo ex , y , z) as a two­
dimensional Fourier integral with respect to the first 
two variables, Le., 

00 

Eo(x,y,z) = ii 8(G,{3;z) exp{ik(Gx + {3y)}dGd{3, (7) 
-00 

and, since Eo satisfies Eq. (4) we may show, using Eq. 
(7) and the Fourier inversion formula, that the three 
components of the vector function 8 (G, (3; z) satisfy 
the following differential equations: 

k 2(0!2 + (32)8 _ a2 8", 
'" az 2 

+ ikO!~kO! 8", + ik{38y 

a2 8 
k 2(0!2 + (32) 8 - --y 

y az 2 

+ ik f3 (ik0!8x + ik{38y + aa!2J - k 2E1 8y = 0, 

In a similar manner Eq. (2c) implies that 

. . 082 
lkO!E 1 8", + lkf3El8y + E3 - = O. 

oz 

(Sb) 

(8c) 

(9) 

USing Eq. (9) and rearranging terms, we may rewrite 
Eqs. (8a)-(8c) as 
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a2
8", ( E)08 -- - k 2 (0!2 + f32 - E )8 - ikO! 1 _ ~ _2 = 0 

OZ2 1 '" El OZ ' 

02 8 E 08 (lOa) 
--y - k 2(0!2 + (32 - E1)8 - ikf3(l-~) _2 = 0 
oz2 Y El OZ ' 

and 
(lOb) 

a2 82 El -- =_- k 2 (E - 0!2 -(32)8. 
az2 E 3 2 

3 

(10c) 

We shall proceed to solve the set of coupled differen­
tial equations (10a)- (lOc) as follows: We may solve 
Eq. (10c) immediately since it involves only one un­
known 8

2
, and, having substituted the solution for 8

2 

into Eqs. (lOa) and (lOb), we will then solve these 
equations to obtain a solution for 8", and 8y , respec­
tively. 

The general solution of Eq. (10c) is 

8
2

(0!, (3; z) = e~ (O!, (3) exp(ikY3z) 

+ e; (O!, (3) exp(- ikY3Z), (11) 
where 

1'3 = [El - (EI/E3)(0!2 + (32)J1/2 if E 3 ;:O 0!2 + (32, 

(12a) 

= + i[(EI/E3)(0!2 + (32) - E 1P/2 if E 3 :S 0!2 + {32, 

(12b) 

and e~ and e~ are arbitrary functions of O! and f3.16 

The exponentials on the right-hand side of Eq. (11) 
are oscillatory or growing and decaying, depending 
on whether 0!2 + (32 is less than or greater than E 3' 

Upon inserting Eq. (11) into Eqs. (lOa) and (lOb) we 
obtain the following equations for 8", and 8y : 

a28", r, (E3)~ 
az 2 -k2(0!2+f32_El)8",-ikO!L1- El~[ikY3e~ 

x exp(ikY3z) - ikY3 E; exp(- ikY3Z)] = 0 (13a) 

and 

iJ 2 8 
--y - k 2 (0!2 + {32 - E 1)8 
az 2 y 

- ik{3 (1- ::)[ikY3e~ exp(ikY3z ) 

- ikY3e~ exp(- ikY3z)] = o. (13b) 

These equations are solved in Appendix A; the solu­
tions are shown to be 

and 
8y(0!,{3;z) = e;(O!,{3) exp(ikYlz) + e;(O!,{3) exp(-ikYlz) 

_ E3 ( f3Y3 )e~ (0!,f3) exp(ikY3z ) 
El 0!2 + f32 
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where 

'Yl== kl-a2 -j32)l/2 if tl?a 2 +132 , (15a) 

== + i(a 2 + 132 - tl)l/2 if tl < a 2 + 132 • (15b) 

'Y 3 is defined by Eqs. (12a) and (12b) and e:t, e;, e ;, 
and e; are arbitrary functions of a and 13. 

If we substitute Eqs. (11), (14a), and (14b) into Eq. (7), 
we see that we have succeeded in representing the 
electric field Eo as a superposition of the following 
four types of plane waves: 

(i) (e;(a,j3),e;(a,j3),O) exp[ik(ax + j3y + 'Ylz)] ==E 1 , 

(ii) (e;(a,j3),e;(a,j3),O) exp[ik(ax + j3y -'Ylz)] ==E2, 

(iii) 

x exp[ik(ax + j3y + 'Y3 z )] == E 3 , 

and 

(iv) [:: (a::
3 

/3 2 ) , :: (a::
3 

/3 i ) , ~ e~(a, j3) 

x exp[ik(ax + j3y - 'Y3z)] == E 4 . 

It may be verified that each of the waves El>E2,E 3, 
E4 is a solution to the original equation (4) and it 
may thus be regarded as a mode of the electric field 
in the half-space z ? O. 

We have thus far not imposed any boundary conditions 
on the field and we shall address ourselves to the 
problem now. Physical considerations demand 

(i) The field should remain bounded at infinity in the 
right half-space; 

(ii) since there are no free sources anywhere in the 
right half-space, we would expect that in the right 
half-space all energy would be radiated away 
from the plane z == O. 

The first condition implies that 

e;(a, j3) == e;(a, j3) == 0 for a 2 + 132 > t 1 (16a) 

and 
e~(a,j3)==O for a 2 +j32>t3' (16b) 

Considerable care must be exercised in the applica­
tion of the "radiation condition" [condition (ii) above] 
to propagation in crystalline media since, as is well 
known, the directions of the ray vector (Poynting vec­
tor) will not in general coincide with the direction of 
the wave normal in such media. It will be necessary 
for us to examine the Poynting vector associated with 
each type of homogeneous plane wave17 Ei' j = 1,2, 
3,4, and to accept as physical solutions only those 
waves whose ray vectors point away from the plane 
z == 0 into the half-space z ? O. 

The time averaged Poynting vector may be defined as 

(S) == (c/8w) Re(Eo x H~). (17) 

For each of the waves Ei,j == 1,2,3,4, we may calcu­
late the magnetic field using Eq. (2b) and the ray vec-

tor using Eq. (17). It is found that in the case of the 
waves HI and E 2, the ray vector is in fact in the 
direction of the wave normal and thus we reject solu­
tions of the type H2 since these would imply energy 
propagating in the medium towards the plane z = O. 
Waves of the type El and E2 are known as ordinary 
waves whereas those of type E3 and E4 are called 
extraordinary waves; these concepts will be discussed 
in more detail shortly. For the extraordinary waves 
E3 and E 4, the directions of the ray vector and the 
wave normal do not in general coincide. However, if 
we calculate the z component at the Poynting vector 
for E 3, we find that 

(18a) 

while for E4 we find that 

(18b) 

Thus since the right-hand side of (18a) is positive 
and the right-hand side of (18b) is negative, we see 
that all plane waves with wave normals pointing away 
from the plane z = 0 have ray vectors which also 
point away from the plane z = 0, while all waves with 
wave normals pointing towards the z = 0 have ray 
vectors also pointing towards that plane. It should be 
emphasized that this result holds only because the 
plane z == 0 is the plane perpendicular to the optic 
axis of the crystal; one would not expect it to hold for 
an arbitrary plane. 

On the basis of the preceding arguments we reject 
solutions of the type E 4. We may then using Eqs. (7), 
(11), (14a), and (14b) and conditions (i) and (ii) write 
the electric field Eo as a superposition of plane wave 
of the type El and E3 as follows: 

00 

Eo(x,y,z) == ii e(or) (a,j3) 
-00 

x exp[ik(ax + (3y + 'Ylz)]dadj3 
00 

+ ii e(ex) (a, f3) 
-00 

x exp[ik(ax + (3y + 'Y3z)]dadj3, (19) 
where 

e(or) (a, j3) == (eX (a, (3), ey(a, (3),0), (20a) 

e(ex)(a, (3) 

== e z (a , (3)[-(a 2 a;;~ :: '_(~2(3:3 132):: ,1J 

(20b) 
(the + superscripts on e;, e;, e~ have been dropped), 
and 'Yl and 'Y3 are defined in Eqs. (15) and (12), res­
pectively. In Eq~. (19), (20a) , and (20b) ex, e:l" and e z 
are arbitrary functions of the parameters a and /3. 

In the mode expansion (19), real values of 'Y1 and 'Y3 
are associated with homogeneous plane waves with 
the direction cosines of the wave normals being pro­
portional to (a,j3,'Y1) and (a,(3,'Y3),respectively. 
Imaginary values of 'Yl and 'Y3 are both associated 
with evanescent waves which run up and down the xy 
plane and decay exponentially with increasing z. We 
may say, by analogy with the accepted terminology 
for electromagnetic fields in vacuo, that Eq. (19) rep-
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resents the electric field as an angular spectrum of 
plane waves. 

In order that the representation (19) have more than 
formal significance, the spectral amplitudes e(or) and 
e (ex), or equivalently the functions ex' e y' and e z 
should be expressible in a simple manner. In fact 
these functions may be expressed in terms of the 
boundary value of the field Eo in the plane z = 0 by 
setting z = 0 in Eq. (19) and taking the Fourier in­
verse. The resulting expressions are 

( 
k)2 0() 

e z (a,{3)= 21T !!Eoz(X,y, O) 

x exp[- ik(ax + {3y)]dxdy, (21a) 

e (0' (3)= - ff Eo (x,y, O) ( 
k)2 00 

x' 21T _ 00 x 

x exp[- ik(ax + {3y)]dxdy 

+( aY3 ) E3(~)2 fJEoz(X,y,O) 
a 2 + {32 E1 21T -00 

x exp[- ik(ax + {3y)]dxdy, (21b) 

(
k)2 oc 

e (a,{3) = -2 11 EOy(x,y, 0) 
y 1T -00 

X exp{- ik (ax + (3y)} dxdy 

+ ( {3Y3 \ E3 (!!.-)2 17 EOz(x,y,O) 
0'2 + (3i) E1 21T -oc; 

x exp[- ik(ax + (3y)]dxdy. (21c) 

Thus Eq. (19) together with Eqs. (20) and (21) repre­
sents the electric field everywhere in the half-space 
z ~ 0 in terms of its boundary value on the plane 
z = O. 

An expression for the magnetic field Do may be de­
rived from Eq. (19) using Eq. (2b), the result is 

00 

Do(x,y,z) = ff [81 X e(or) (a,{3)] 
-00 

x exp[ik(ax + (3y + Y1z)]dad{3 
00 

+ ff[S3 x e(ex) (a,{3)] 
-00 

xexp[ik(ax + {3y + Y3z)]dad{3, 

where 
81 == (0'" (3, Y1) 

and 

(22) 

(22'a) 

(22'b) 

3. DISCUSSION OF THE ORDINARY AND EXTRA­
ORDINARY WAVES OF THE ANGULAR SPEC­
TRUM 

It was shown in Sec. 2 of this paper that the electric 
and magnetic fields in a uniaxial crystal may be rep­
resented as a superposition of both homogeneous and 
evanescent plane waves of two different types. In this 
section we shall briefly examine the properties of 
these two types of plane waves. 

Let us consider first a typical plane wave component 
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in the first integral on the right-hand side of Eq. (19); 
it is of the form 

E(or)(x,y,z) = (e x (a,{3),e y(a,{3), 0) 

x exp[ik(ax + (3y + Y1z)). (23) 

Equation (2c) implies that 

div E(or) (x,y,z) = 0; (24) 

thus homogeneous plane waves of this type are trans­
verse. It may be verified that the field E (or) satis­
fies the reduced wave equation 

(25) 

since by Eq. (15) 

(26) 

Thus we see that the phase velocity of the wave E (or) 
is 

(27) 

irrespective of its direction of propagation. This re­
sult implies that the first integral on the right-hand 
side of Eq. (19) is a superposition of ordinary waves. 18 

A typical component of the second integral in Eq. (19) 
has the form 

E(ex)(x,y,z) = e z (a,{3) 

x [- :: (a
2a

:
3
{32}- :: (0'::3 (3i). 1] 

x exp[ik(ax + (3y + Y3z)]. (28) 

A wave of this type is not transverse since Eq. (2c) 
implies that 

E (ex) satisfies the reduced wave equation 

[V2 + k2E(a, (3)]E(ex)(x,y,z) = 0, 
where 

E(a, (3) = E1 + (1- E1/E3)(a 2 + (32). 

The phase velocity of E (ex) , 

Ve = C/E(a, (3)1/2 

(29) 

(30) 

(31) 

(32) 

depends, through 0' and {3, on its direction of propaga­
tion. The last integral in Eq. (19) is then a superposi­
tion of extraordinary waves. 18 

It may easily be verified that E (or) and E (ex) satisfy 
all the other well-known properties of ordinary and 
extraordinary waves, we shall not, however, carry 
this discussion any further here. 

Since the magnetic field is related to the electric 
field by the Maxwell equation (2b), it is easily shown 
that the partial (E, D) fields, consisting of each of the 
two types of E waves discussed in this section and 
their corresponding D waves, have the true structure 
of plane electromagnetic waves. 
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4. ASYMPTOTIC BEHAVIOR OF THE ANGULAR 
SPECTRUM 

In this section we shall investigate the asymptotic 
behavior of the field as kR ~ OCJ along any line speci­
fied by fixed direction cosines x/R,y/R,z/R,z > O. 
For the homogeneous ordinary wave contribution to 
the electric field, Le., 

E~~)(X,y,z)= If 2 2<t e or (ex,{3) 
a +8 = 1 

x exp{ik(exx + (3y + Y1z)} dexd{3, (33) 

the integral is essentially of the form whose asymp­
totic behavior was considered by Miyamoto and 
Wolf.19 Using their results we may immediately 
write the asymptotic behavior of the electric field as 

E(or) (x y z) ~ ___ 1 __ eor E1/2 _ €1/2_ 21TiEl/2 (Z) ~ X Y) 
(h) " k R 1 R' 1 R 

exp(ikE 1/2 R) 
X 1. (34) 

R 

Similarly for the magnetic field 

H (or)(x y z)~- 21TiEF2(Z) (1/2X 1/2 Y ) (h) " - So x eO r E 1 - , E 1 -
k R R R 

exp{ikE F2 R} 
x , (35) 

R 
where 

So = €F2 (;c/R,y/R,z/R). (36) 

The homogeneous extraordinary wave contribution to 
the electric field 

x exp[ik(exx + (3y + Y3z)]dexd{3 (37) 

cannot however be cast in the form of Miyamoto and 
Wolf's integral. The asymptotic approximation to an 
integral of the type appearing in Eq. (37) is derived 
in Appendix B where it is shown that 

E(ex)(;c Y z) ~ 1 _ e(ex)(ex' (3') - 21TiE 1/2 (Z) 
(h) " k~2 R ' 

exp[ikE~/2 ~R] 
x ---=-----

R 
where 

ex' = (E ~/2 /~) (;c /R), 

{3' = (E~/2/~)(y/R), 

and 1~ ~_ (1-::)(~)2r 
Similarly for the magnetic field 

H«~)x) ~ - 1 _ S x e(ex)(ex' /3') 21TiEl/2 (Z ) 
k~2 R e , 

exp[ikE~/2 ~RJ x --_=---__ 
R 

where 

(38) 

(39) 

(40) 

(41) 

(42) 

Se = [ex',{3',[E 1 - (E1/E3)(ex'2 + (3'2)]1/2]. (43) 

. (ex) 
The surfaces of constant phase of the fIelds E(h) and 
H(M at a great distance from the origin are seen to be 

(44) 

which may be rewritten as 

(45) 

Thus the surface of constant phase is an ellipsoid 
which has the same orientation and the same ratio 
between the length of its principal axes as the ellip­
soid oj wave normals (Ref. 15, p. 673) of the crystal. 

Since the evanescent portion of the field is an integ­
ral with an exponentially decaying integrand, it may 
be shown that under reasonable assumptions, we may 
neglect the contribution of the evanescent waves to 
the field in the far zone. The asymptotic approxima­
tions, as kR ~ OCJ along any line specified by the field 
direction cosines [x/R,y/R,z/R, (z > 0»), to the elec­
tric and magnetic fields are therefore 

E (;c y z) '" - __ 1 __ e(or) El/2 _ El/2 _ 27TiE 1/2 (Z) (: x y ) 
o , , k R 1 R' 1 R 

exp(ikE 1/2 R) 
X 1 

R 

(46) 

and 

H (;c y z) '" _ 27Ti€t/2 (~) S x eor(€1/2:' El/2 ~) 
o , , k R 0 1 R' 1 R 

x - - s x e eAJ ex ,j3 exp[ikEf2R] 21TiEt/2 (z) ( .. ,(,,) 
R k~2 R e 

exp[ikEl/2 ~R] 
x 3 . 

R 
(47) 

We see that the over-all far zone structure of the 
field is that of the sum of an outgoing (nonuniform) 
spherical wave, associated with the ordinary waves 
of the spectrum and an outgoing (nonuniform) ellip­
soidal wave associated with the extraordinary waves 
of the spectrum. In the neighborhood of any point in 
the far zone, the structure of the field is that of the 
sum of an ordinary and an extraordinary plane elec­
tromagnetic wave. 

5. CONCLUSION 

We have shown that the electromagnetic field in a 
uniaxial crystal, which is linear, nonmagnetic, and 
nonabsorbing and which occupies the entire half­
space z ? 0, and which furthermore has its optic axis 
perpendicular to the plane z = 0, may be represented 
as an angular spectrum of plane waves provided only 
that the field have an invertible Fourier integral rep­
resentation in the plane z = 0 [Eq. (17)] and that it 
obeys the two physically reasonable boundary condi­
tions (i) and (ii). The angular spectrum representa­
tion of the electric field [Eq. (19)] or the magnetic 
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field [Eq. (22)] consists of a superposition of plane 
waves expressed as the sum of two integrals, each 
integral containing in general, both homogeneous and 
evanescent plane waves. The homogeneous waves in 
the first integrand are ordinary waves and the homo­
geneous waves in the second integral are extraordi­
nary waves. Each plane wave (whether homogeneous 
or evanescent) in each of the integrals obeys the 
identical equations satisfied by the entire field; the 
angular spectrum representation we have derived is 
then a mode expansion of the field. We have further­
more explicitly expressed the spectral amplitudes of 
the field in terms of the Fourier transform of the 
field in the plane z = 0 [Eqs. (21)]. 

In Sec. 3 we have applied the method of stationary 
phase to the integrals in the representation and have 
found that in the far zone, the field may be expressed 
as the sum of an outgoing (nonuniform) spherical 
wave and an outgoing (nonuniform) ellipsoidal wave. 
The complex vector amplitude of these waves, at each 
point on the wave surface, is expressed in terms of 
the Fourier transform of the field in the plane z = O. 

The next paper in this series will be devoted to the 
angular spectrum representation of the electromag­
netic field in a biaxial crystal, one of whose dielectric 
axes is perpendicular to the face of the crystal. As a 
special case of that analysis we shall derive results, 
similar to those of this paper, for the case of a uni­
axial crystal whose optic axis is parallel to the face 
of the crystal. 
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APPENDIX A: SOLUTIONS OF THE DIFFERENTIAL 
EQS. (13a) and (13b) 

Equations (13a) and (13b) are both of the form 

y" = _ A2y + Be iCz + De- iCz , (AI) 

where y" = d 2y / dz 2 and A, B , C, and D are constants. 
If we make the substitution y = ue iAz, Eq. (AI) may 
be rewritten as 

u" + 2iAu' = Bei(c-A)z + De- Hc +A)z. (A2) 

Upon setting u' = we-2 iAz, Eq. (A2) becomes 

w' = Bei(C+A)z + De-i(C-A)z, (A3) 

which may be solved to yield 

w = B ei(C+A}z _ D e-i(C-A)z + E, 
iCC + A) iCC - A) (A4) 

where E is a constant. 

Thus 

u' = B e.;(C-A)z_ D e-i(C+A)+Ee-2iAZ , 
iCC + A) iCC - A) (A5) 

which gives on integration 
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ei(C-A)z _ __ D __ 
C2 _A2 

iE 2.A + 2A e- , z + F, (A6) 

where F is a constant. 

Finally using the definition of u we obtain the solution 
of Eq. (AI) as 

B D 
Y = --- e iCz + --- e- iCz 

A2-C2 A2-C2 

iE ·A F· + - e-' z + e,Az (A7) 2A . 

If we substitute into Eq. (A 7) the specific values of 
the constants A,B, C, and D that appear in Eqs. (13a) 
:md (13b), we obtain the solutions for 8" and 8y given 
In Eqs. (14a) and (14b). 

APPENDIX B: THE ASYMPTOTIC BEHAVIOR OF 
E ~~f) (x, y , z ) 

We derive here the asymptotic approximation for 
large values of kR to the integral 

E~~f(x,y,z) = If 2 82 e(ex)(a,{3) 
a + < £3 

x exp{ikRsou}dad{3, 
where 

s ={a,{3,[E 1 - (El/E3)(a 2 + (32)P/2} 
and 

u = R/R. 

(Bl) 

(B2) 

(B3) 

The approximation may readily be found by the appli­
cation of the principle of stationary phase. 19,20 On 
applying this principle we find the asymptotic 
approximation to (Bl). We obtain 

(B4) 

In Eq. (B4), 

8' = {o',{3',[E 1 - (Et/E 3)(a'2 + {3'2]1/2}, (B5) 

where a' and {3' are the values of a and {3 which 
make the phase factor 

stationary within the domain of integration, i.e., a' 
and (3' are the roots of the equation 

0<1> _ 0<1> = 0 - , 
00' 0/3 

(B7) 

(BB) 

and 

+ 1 when A>O (0 2<1»' - >0 
oa 2 ' 

E = -1 when A>O - <0 (0
2

<1>)' o {32 ' 
(B9) 

when A< O. 
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In (B8) and (B9) the prime denotes values at the 
stationary points. 

The roots of Eq. (B7) may be shown to be 

E~/2u 
a' - x (B10) 

- {1- [1- (EdE3)]u~} 1/2 

and 

Hence 
s'· U = Ey2 {l- [1- (E liE 3)J u;} 1/2 . (B12) 

Further calculation leads to the results 

{1- [1- (E1/E3)]u~}2 
~ = --~~--~--~~-

E1U~ 
(B13) 
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The electromagnetic field in a linear, nonmagnetic nonabsorbing biaxial crystal which fills the entire half­
space z '" 0 and which has one of its principal dielectric axes perpendicular to the plane z = 0 is represented 
as an angular spectrum of plane waves. The angular spectrum representation consists of a superposition of 
plane waves expressed as the sum of two integrals. Each integral contains in general both homogeneous and 
evanescent plane waves. Each plane wave of the angular spectrum (whether homogeneous or evanescent) satis­
fies the identical equations which are obeyed by the entire field. The spectral amplitudes of the field are 
explicitly expressed in terms of the Fourier transform of the field in the plane z = O. The special case of a 
uniaxial crystal whose optic axis is parallel to the plane z = 0 is treated in some detail. The far zone struc­
ture of the field in such a crystal is determined using the method of stationary phase. The field in the far zone 
is expressed explicitly in terms of the Fourier transform of the field in the plane z = O. 

1. INTRODUCTION 
In an earlier paper1 (which we shall refer to as I), we 
derived and discussed the angular spectrum represen­
tation of electromagnetic fields in the half-space 
z ~ 0, which is assumed to be entirely filled by a 
linear, nonmagnetic, nonabsorbing uniaxial crystal 
whose optic axis is perpendicular to the plane z = O. 

In the present paper we provide a generalization of 
this work to cover the mathematically much more 
difficult case of a biaxial crystal with anyone of its 
prinCiple dielectric axes perpendicular to the plane 
z = O. The special case of a uniaxial crystal having 
its optic axis parallel to the plane z = 0 is discussed 
in some detail in Sec. 3. 
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2. DERIVATION OF THE ANGULAR SPECTRUM 
REPRESENTATION 

Monochromatic electric and magnetic fields 

E(r, t) = Eo(r) exp(- iwt) 
and 

H(r, t) = Ho(r) exp(- iwt), 

(la) 

(lb) 

in a (macroscopically) homogeneous, linear, nonmag­
netic, nonabsorbing anisotropic dielectric filling a 
volume V obey Maxwell's equations in the form2 

curl Bo(r) + (iw/c)E"Eo(r) = 0, 

curl Eo(r) - (iw/c)Ho(r) = 0, 

div [eoEo(r)) = 0, 

(2a) 

(2b) 

(2c) 

(2d) 

inside the volume V. We have made use of the rela­
tionship 

(3) 

between the electrical displacement Do and the elec­
tric vector Eo where E is the (real) dielectric tensor 
of the medium. Upon substituting Eq. (2b) into Eq. 
(2a), we see that Eo(r) satisfies the equation 

curl curl Eo(r) - k 2E oE o(r) = 0, 

where 

k = w/c. 

(4) 

(5) 

If we choose as our coordinate axes the principal 
dielectric axes of the medium, the vector EO Eo takes 
the form (EIEox , E2EOY ' E3Eo,,)' If we now assume that 
no two of the components EV E2, and E3 are equal 
and that the volume V is the entire half-space z ~ 0, 
we are discussing a semi-infinite biaxial crystal one 
of whose principal dielectric axes is perpendicular 
to the face of the crystal. 

Let us now represent the electric field Eo(x,Y,z) as a 
two-dimensional Fourier integral with respect to the 
first two variables, i.e., 

00 

Eo(x,y,z) = ii £(0', (3;z) exp[ik(ax + J3Y)]dad{3. (6) 
-00 

If we make use of Eq. (6) and the Fourier inversion 
formula, we may rewrite Eq. (2c) as follows 

0& 
ikaE I &x + ik{3E 2 &y + E3 i)zz = O. (7) 

Using Eq. (4), Eq. (6), the Fourier inversion formula, 
and Eq. (7), we may derive the following set of coupled 
differential equations for the three components of the 
vector function &(0', (3; z); 

i)2& 
__ x + A

l
8

x 
+ B

2
8

y 
= 0, 

az 2 
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(8) 

(9) 

(10) 

where 

and 

Al = k 2 {E I - [a2(EdE3) + {32]} , 
A2 = k 2 {E 2 - [a 2 + (E 2/E3) (32]}, 

A3 = k 2 [E3 - (0'2 + (32)], 

BI = k2af3[I- (EI/E 3)], 

B2 = k2af3[1 - (E2/E3)]' 

(lla) 

(llb) 

(llc) 

(lld) 

(lle) 

Equations (8)-(10) are coupled in a more complicated 
way than the corresponding equations for uniaxial 
crystals [see I, Eqs.(10)] and their solution is not quite 
so straightforward. The method of solution adopted 
here is as follows: Eq. (8) is first solved for 8x in 
terms of 8y ' the solution is substituted into Eq. (9) 
and the resulting equations may be solved immedi­
ately since it depends only on 8 . Once we have solved y 
for 8y we may find Sx by straightforward substitution. 
Upon substituting both these solutions into Eq. (10) 
we may then solve the resulting equation for 8 z. 

The first two steps in the above procedure are out­
lined in Appendix A where the following equation for 
8y is derived: 

04 & a2 s 
-y + (AI + A 2) -y + (AIA2 - B IB 2)8 = O. (12) 
GZ4 az 2 y 

It is obvious from symmetry considerations that &x 
also satisfies Eq. (12). Equation (12) is a fourth 
order, linear differential equation with constant coef­
ficients and its solution is straightforward. Follow­
ing standard practice 3 we factorize Eq. (12) as fol­
lows: 

(£ + k2y2) (£ + k2y3,\ 8 = 0, az 2 + az 2 i y 
(13) 

where 

k2y~ == HAl + A2 ± [(AI - A2)2 + 4B IB 2]1/2}. (14) 

The + subscript on y+ implies that on the right-hand 
side of Eq. (14), one takes the positive sign and the 
- subscript that the negative sign is taken. Equation 
(13) may be factorized further as follows to yield 

(a: + iky0(a: - ikY+)(a: + ikyi (a: - ikyj Sy = O. 
(15) 

The solution of Eq. (15) for y + "7- Y _ is 4 

Sy = L~+) exp(iky+z) + L~+) exp(iky_z) 

+ L~-) exp(- ik'}'+z) + L~-) exp(- iky_z) (16) 
and 

Sx = Kt) exp(iky+z) + Kt) exp(iky_z) 

+ K r) exp( - iky¥) + Kt) exp( - iky_z), (17) 

where L() and Kr) are constants for each value of a 

and {3. The form of 8z may now be found in two differ­
ent ways. In the first place we may substitute Eqs. 
(16) and (17) into Eq. (10) and solve for Sz following, 
essentially, the argument used in Appendix A of I to 
solve a different though similar equation. The result 
is 
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0
Z 
= Mi+) exp(iky+Z) + M~+) exp(iky_z) 

+ Mi-) exp(- iky+z) + M~-) exp(- iky_z) 

+ P exp(iA~/2z) + Q exp(- iA~/2Z), (18) 

where Mr)'p, and Q are constants for each value of 

IJI and (3. 

On the other hand we may substitute Eqs. (16) and 
(17) into Eq. (7) and solve for 0z • We then obtain 

070 = M f+) exp(iky+z) + M t) exp(iky_z) 

+ Mi-) exp(- iky+z) + M~-) exp(- iky_z) + R, (19) 

where R is a constant depending possibly on IJI and (3. 

For these two equations to be consistent for 
k')l+ "'- ky _ "'- A ~ /2, we require that 

p = Q =R = O. 

The functions M (+) M (+) M H M (-) are given by 
l' 2' l' 2 

(20) 

(21a) 

(21b) 

(21c) 

(21d) 

We thus see, on using Eq. (6) and Eqs. (16), (17), (19), 
and (20), that the field is represented as a superposi­
tion of plane waves of the following four types: 

EI+) = (Ki+), Li+),Mi+» exp[ik(lJIx + (3y + y+z)], (22a) 

E~+) = (K~+), L~+>,Mt» exp[ik(lJIx + (3y + y_z)], (22b) 

Ei-) = (Ki-), Li-),Mi-» exp[ik(lJIx + (3y - y+z)], (22c) 

E~-) = (K~-), L~-),M~-» exp[ik(lJIx + (3y - y_z)]. (22d) 

The fact that the K and L functions for each wave are 
not independent of each other may be seen by substi­
tuting Eqs. (16) and (17) into Eq. (8) [or Eq. (9)] and 
comparing the coefficients of each exponential factor. 
The following relationships may be shown to hold: 

Kf±) = [B2/(k2y~ -A l )]Ll±) 
and 

K¥-) = [B2/(k2y~ - A l )] Ll±). 

(23a) 

(23b) 

The (±) notation stands for two equations, one with 
the (+) superscript on both sides, the other with the 
(-) superscript. 

We shall retain here the same conditions on the be­
havior of the field we demanded in I, namely: 

(i) The field is bounded at infinity in the right 
half-space. 

(ii) In the right half-space no energy is carried 
towards the plane z = 0, i.e., the Poynting vec­
tors for the allowed waves of types (22a)-(22d) 
are directed away from the plane z = O. 

The algebra involved in the application of these two 
conditions to the field is quite lengthy. This is [in 
the case of condition (ii)] a reflection of the extre­
mely complicated relationship between the direc­
tions of the wave normals and the ray vectors for 
biaxial crystals. S The detailed analysis is carried 
out in Appendix B. Here we will only give the re­
sults. 

The discussion in Appendix B, taken together with Eqs. 
(6), (16), (17), (19)-(21), implies that the electric field 
Eo may be represented as 

fooJ (IJIEIKl + (3E2Ll~ 
Eo(x,Y, z) = (Kl' L l , - 1)+ 

~ y+E3 

x exp[ik(lJIx + {3y + 1)+y+z)]dlJld{3 

x exp[ik(lJIx + (3y + 1)_y_z)]dlJld{3, 

where the K and L are related by 

K 1 = [B 2/(k2y~ - AI)] Ll 

and 
K2 = [B2/(k2y~ -A1)]L2• 

Further, 

(+) ( ) 

)

+ 1 if the point (IJI, (3) is in D ~~) (IJI, (3) 

1)+ = or De 1JI,{3 

- 1 if the point (IJI, (3) is in D ~~(IJI , (3) 

and 

1
+ 1 if the point (IJI, (3) is in D~-l (IJI, (3) 

1)- = or D~-) (IJI, (3) 

- 1 if the point (IJI, (3) is in D~i (IJI, (3) 

(24) 

(25a) 

(25b) 

(26a) 

(26b) 

The three domains D~tD~-d, and D~+), which are de­
fined in Appendix B are mutuall~ exclusive and cover 
the entire domain of IJI and {3. D,,+l and D~1 are asso­
ciated with homogeneous waves whose wave normals 
are in the direction whose direction cosines are pro­
portional to (IJI, (3, 1)+y+) and whose ray vectors point 
into the right half-space. D~+) is associated with 
evanescent waves which run up and down the plane 
z = 0 and decay exponentially with increasin~ z. 
Si~ilar remarks may be made about D~{, ~2' and 
D; with 1)-y _ taking the place of 1)+y+. 

Equation (24) is the required angular spectrum rep­
resentation for the electric field in a biaxial crystal, 
which has one of its principal dielectric axes perpen­
dicular to the face of the crystal. The angular spec­
trum representation for the magnetic field may be 
obtained from Eqs. (24) and (2b). 

For Eq. (24) to be a useful representation of the field, 
it remains only to relate the functions K and L to the 
boundary value of the field in the plane z = O. This 
may be accomplished by setting z = 0 in Eq. (24) and 
taking the Fourier inverse. We thereby obtain 
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(k\2 00 

K 1(0',(3) + K 2 (0',(3) = \2i) 11Eox(x,y, 0) 

x exp[- ik(O'x + {3y )Jdxdy (27a) 
and 

(k\2 00 

Ll + (a, (3) + L 2 (0' , (3)= \21iJ 11 EOy(x,y, 0) 

x exp[-ik(ox + (3y)]dxdy. (27b) 

We may solve explicitly for K 1 and K 2 by using Eqs. 
(25a), (25b), (27a), and (27b). The results are 

Similarly 

~ ( B) ~ B L - 8 0"0 2 8 0"0 1 
1 - x( ,(3, )- k 2 2 -A y( ,(3, ) k 2 [ 2_ 2] 

1'- 1 1'- 1'+ 
(28c) 

where 

( 
k\2 00 

(; (a, (3; 0) = 2iJ Ii Eo(x ,y, 0) 

x exp[-ik(O'x + {3y)]dxdy. (29) 

Thus we have succeeded in representing the electric 
and magnetic fields everywhere in the right half­
space in terms of their boundary values in the plane 
Z = O. Analysis similar to that carried out in Sec. 3 
of I, results in the conclusion that for biaxial crys­
tals all the plane waves of the spectrum are extra­
ordinary waves, whose phase velocity depends on 
their direction of propagation. There are in general 
two phase velocities associated with each direction 
of propagation, one velocity is connected with a plane 
wave component of the first integral in Eq. (24), the 
other with a component of the second integral. There 
are, however, two specific directions, the optic axes 
of the crystal for which these two velocities are 
equal. The directions of the optic axes are given by 
the vectors s which satisfy the following equation; 

(30) 

i.e., we wish to find the values of a and (3 for which 

i.e., the optic axes lie in the xz-plane and are sym­
metrically situated about the z axis. The angle (3 
which the axes make with the z axis is given by 

(34) 

This is essentially the result quoted in Ref. 2, p. 682. 

3. SOME FURTHER DISCUSSIONS OF UNIAXIAL 
CRYSTALS 

In I we derived an angular spectrum representation 
for the field in a uniaxial crystal whose optic axis is 
perpendicular to the .xy -plane. H we set E 1 = E 2 in 
the formulae derived in this paper for biaxial crys­
tals, we recover the results of I as one would expect. 
However, we may do something further-if we set 
E 1 = E 3 in the formulae of the preceding section, we 
would expect to obtain the angular spectrum repre­
sentation for the field in a uniaxial crystal occupy­
ing the half-space z ;:.0, where now the optic axis 
lies in the xy -plane. 

For El = E 3 , Eq. (14) reduces to 

and 

An examination of the functions/(O', (3) and g(O', (3) 
(see Appendix B), shows that for all points in 

(+)( ) Dh 0',(3, 

/(0', (3) > 0 and g(O', (3) > 0; (37) 

thus D ~i (a, (3) and D~1 (a, (3) are null sets; this re­
sult implies that the Poynting vector of a plane wave 
whose wave vector points into the right half-space 
also points into the right half-space, when the plane 
z = 0 contains the optic axis. We have therefore for 
this case, 

T/ ± == 1, all a and {3. 

Equation (24) may now be shown to reduce to 

x exp[ik(ax + {3y + Yoz)]dad{3 

+ ij K (a (3) (1 _ El - (32 Ye) 
-00 2 ,\J, a{3 'a 

(38) 

1'+ = 1'- (31) x exp[ik(ax + {3y + Yez)]dO'df3, (39) 

where 

Yo = [El - (0'2 + 13 2 )]1/2 for El ;:. 0'2 + 132 
or using Eq. (14), 

(32) = + i[0'2 + (32 - El]1/2 for E1 < 0'2 + (32 (40) 

The solution of this equation for the specific case 
when E 3 > E 2 > El gives the following two values for 
s, 

s± = ~±[(:: = :~)E3J 1/2,0, [(:: = ::)E~ 1/2f' (33) 
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Furthermore, 

K 2(a, {3) = - (€ 1a~ {3i)(;~ 2 f1 EOY (x ,y, 0) 

x exp[- ik(ax + !3Y)]dxdy (42) 

and 

K 1(a,f3) =(:~2 ilEox(X,y,O) exp[-ik(ax+!3Y)]dxdy 

+C 1 ~ {3i)(;;) 211 Eoy (x ,y, 0) 

x exp[- ik(ax + !3Y)]dxdy. (43) 

The representation for the magnetic field may be 
found in a straightforward manner using Eq. (2b). It 
is easily shown that the first integral in Eq. (39) is a 
superposition of ordinary waves and the second inte­
gral a superposition of extraordinary waves. 

The far zone behavior of the field may be found by a 
stationary phase calculation similar to that performed 
in 1. The result for the electric field is 

21Ti€ 1/2 ( Z) ~ x Yj E (x y z) ~ _ 1 - eor €1/2 _ €1/2_ o , , k R 1 R' 1 R 

exp(ik€1/2R) 21Ti€11/2(Z) ) x 1 _ - eex(a ' i3' 
R k~2 R ' 

x exp[ik€~/2~R] (44) 

R 

(45) 

€~/2(X/R) 
a I = -::.---,~::--_, 

and 
€1 (y /R) 

i3' = €~/2~' 

(46a) 

(46b) 

Furthermore, we have defined 

e(or)(a,f3) ==K1(a,{3)(1,0, -aho) (47a) 
and 

e(ex)(a, {3) == K 2(a,{3) (1, - (€1 - {32)/a{3,Ye/a ). (47b) 

Thus in the far zone, the field behaves as the super­
position of an outgoing (nonuniform) spherical wave 
and an outgoing wave whose surfaces of constant 
phase are given by the equation 

(48) 

Equation (48) is the equation of an ellipsoid related to 
the ellipsoid of wave normals.2 

4. CONCLUSION 

We have shown that the electromagnetic field in a 
biaxial crystal, which is linear, nonmagnetic and non­
absorbing, and which occupies the entire half-space 
Z ;:. 0, and which furthermore has anyone of its three 
principal dielectrics axes perpendicular to the plane 
Z = 0, may be represented as an angular spectrum of 
plane waves, provided only that the field have an in­
vertible Fourier integral representation in the plane 
Z = 0 [Eq. (6)] and that it obeys the two physically 
reasonable boundary conditions (i) and (ii). The 

angular spectrum representation of the electric field 
[Eq. (24)] consists of a superposition of plane waves 
expressed as the sum of two integrals, each integral 
containing in general both homogeneous and evanes­
cent plane waves. Each plane wave (whether homo­
geneous or evanescent) in each of the integrals obeys 
the identical equations satisfied by the entire field; 
the angular spectrum representation we have derived 
is thus a mode expansion of the field. We have 
furthermore explicitly expressed the spectral ampli­
tudes of the field in terms of the Fourier transform 
of the field in the boundary plane Z = 0 [Eqs. (27) and 
(28)]. 

In Sec. 3 we specialized the results already obtained 
to consider the case of a uniaxial crystal whose optic 
axis is parallel to the plane z = O. Applying the 
method of stationary plane to the integrals of the rep­
resentation we have shown that in the far zone the 
structure of the field is that of the superposition of 
an outgoing (nonuniform) spherical wave and an out­
going (nonuniform) ellipsoidal wave. The amplitudes 
of these waves for each point on the wave surface is 
given in terms of the Fourier transform of the field 
in the plane z = O. 

In another paper 6 we shall make use of the angular 
spectrum representation of the field in a biaxial crys­
tal derived in this paper to treat the problem of inter­
nal conical refraction. 
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APPENDIX A: DERIVATION OF EQ. (12) 

We wish to solve the equations 

(AI) 

(A2) 

for 8x and 8y • We first substitute the trial solution 

into Eq. (AI) and obtain 

Now substitution of 

into (A4) results in 
·AI/.! 

Wi =-B
2
8ye' 1 z, 

which may be integrated to give 

where C is a constant. Substituting from (A5) into 
(A7), and integrating, we obtain 

(A3) 

(A4) 

(A5) 

(A6) 

(A7) 
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- B J~ -2iA~/2 Z'J#" ( ") iAfh z1'd "d ' u - - 2 e 0)1 Z e Z Z 

C -2iA1 /2 Z + e 1 + D, (A8) 
- 2iAF2 

where D is a constant. We finally obtain, using (A3), 

·A1h J.z -2 ·A1h 'J~' . 1/2 &x = - B 2e' 1 ~ e '1 Z &y(Z") x e'A1 z"dz"dz' 

+ ~ e-iAt/2z + DeiA~/2z Ml~ ~9) 
1 

If we now substitute Eq. (A9) into Eq. (A2), divide 
·A1/2 

through bye' 1 z, differentiate each term with res-
-2 iAl / 2 z pect to z, divide through by eland again differ-

entiate each term with respect to z, we obtain a linear, 
fourth order differential equation with constant coef­
ficient for &)1: 

It is obvious from the symmetric way in which the 
constants appear in (A10) that if we had started with 
Eq. (A2) instead of (AI) and performed similar opera­
tions, we would have arrived at an equation for &x 
that is identical to (A10). 

APPENDIX B: IMPLICATIONS OF TWO PHYSICAL 
RESTRICTIONS ON THE FIELD IN A BIAXIAL 
CRYSTAL 

This appendix is concerned with the implications for 
the field in a biaxial crystal of the two conditions (0 
and (ii) described in the text 

Let us consider first the expression for y~. Equation 
(14) may be rewritten with the help of Eqs. (lla), 
(llb), (lld), and (lle) as 

± ~~El - ( 2) - a2G~ - 1) - ~2 (1 - ::)} 

+ 4a2~2 (1 - :~)(1 - ::)fI/2) . (B1) 
We shall now divide the domain of a and ~ into two 
mutually exclusive domains D~±) and D~+) (the (±) 

superscript indicates that we are dealing Simulta­
neously with the same considerations for the two 
different functions 1'+ and 1'-). D~±)(a, m is the set 
of points in the a~-plane for which the right-hand 
side of Eq. (B1) is real and positive. D~) (a,~) is that 
subset of the aj3-plane for which y ± is negative or 
complex. [Complex values of y± may occur when 

El < E3 < E2 or when E2 < E3 < EI' since in these 
cases the right-hand side of Eq. (B1) may contain the 
square root of a negative quantity for some subset of 
D(±) (a, M]. Points in D f) are associated with homo­
g~neous waves since I' is real. Points in D ~±) are 
associated with waves 't"hich either grow or deca~ 
exponentially with increaSing z. For points in D /) 
we define I' as that square root of 1'2 for which the 
imaginary tart of y± is positive. ThtIs condition (i), 
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which requires that the field remains finite at infinity 
in the right half-space, requires that we reject solu­
tions of the form E i-) and E ~-) [see Eqs. (22)J for 
points in D ~±) since these waves grow exponentially 
with increasing z. 

We now consider condition (ii) which demands that 
for points in D !±) (Le., for homogeneous waves) we 
accept, of the four types of waves described in Eqs. 
(22), only those waves whose Poynting vector is direc­
ted away from the plane z = O. The relationship be­
tween the directions of the wave normals and the ray 
vectors is extremely complicated for biaxial crystals. 

We need, however, conSider only the z components of 
the Poynting vector and we shall accept those solu­
tions for which this component is positive and reject 
those for which it is negative. For a plane wave of 
the form 

E(x,Y, z) = Eo exp[ik(lx + my + nz)], (B2) 

the z component of the time-averaged Poynting vector 

(8) = (c /81T)Re(E x H*) 

may be written using Eq. (2b) as 

<5
Z

) = (c/81T)Re[I(EoE*) - E~(Eol)], 

where 
1= (l,m,n). 

(B3) 

(B4) 

(B5) 

For waves of the form Et) [see Eq. (22a)], <Sz) be­
comes after some calculation involving Eqs. (21a), 
(22a), and (23a), 

<5
Z

/ = y+(C/81T) \Kt)\2f(a,M, 

where 

f(a,~) = 1 +C2Y!~Alr 

(B6) 

{a + [(k2y~ -Al)/B2]~} {aEl + [(k2y~ -Al)/B2]E2~} 
+ . 

y;E3 (B7) 

Similarly we may show that for waves of the form 
Et)[see Eq. (22c)], 

(B8) 

where f(a,~) is defined in Eq. (B7). We now divide 
D~+d,into the two mutually exclusive domains D~i.. and 

D~i, where D!+i is that subset of D t) for whichf(a, m 
;> 0 and D~i is that subset of Dr) for whichf(a, m 
< O. Thus for points in D i+l we accept solutions of 
the form Er) and reject those of the form Et), where­
as for points in D ~i we accept solutions of the form 
E~-)and reject those of the form E~+). In a similar 
m~~ner we may calculate <5z ) for the waves E~+) and 
E 2 • For the wave E~), we obtain 

<5
Z

) = y_ (c /81T) \ K ~+)I 2 g(a,~) 

and for E(-) 
2 

<Sz) = -y_(C/81T) IK~-)12g(a,m, 

where 

(B9) 

(BID) 
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g(Q, (3) = 1 + [(k2y~ -A1)/B 2]2 

{Q + [(k2y~-A1)/B2]{3}{QE1 +[(k2y~-A1)/B2]E2{3} 
+ . 

y~E3 (B11) 

We defined D~{ a~ that subset of D~-) fo! which 
g(Q, (3) ~ 0 and D~~ as that subset of D~ ) for which 
g(Q, (3) < O. Obviously 
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D(-) - D(-) + D(-) 
h - h1 h2 (B12) 

For points in D~{, condition (ii) implies that we accept 
solutions E~+) and reject solutions E~-), while for 
points in D~-i we accept solutions E~-) and reject those 

of form Et). 
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Refraction * 
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An analytical, quantitative treatment of internal conical refraction is presented. The recently derived angular 
spectrum representation of electromagnetic fields in biaxial crystals is employed. Explicit expressions for the 
electric field in the far zone of a conically refracted beam of light are found by applying the principle of 
stationary phase to the integrals of the representation. A close examination of the expressions for the field in 
the far zone yields all the known results of internal conical refraction including the Poggendorf dark band. The 
present treatment, however, goes beyond previous studies since, with our expressions, it is possible to investi­
gate the detailed structure of the conically refracted field. 

1. INTRODUCTION 

In his investigations into the propagation of light in 
crystalline media on the basis of the theory of the 
elastic ether, Fresnel derived an equation for the 
wave surface (the locus at any instant t1 of a dis­
turbance originated at some previous time to at some 
particular point ro) in a biaxial crystal.! This Fres­
nel wave surface is a two-sheeted surface of the 
fourth degree, which reduces for uniaxial crystals to 
a sphere and an ellipsoid of revolution. Furthermore, 
a geometrical construction was proposed, which con­
sisted of drawing appropriately positioned tangent 
planes to the wave surface, and which led to the de­
termination of the velocities and planes of polariza­
tion of the refracted rays within the crystal. This 
construction was Fresnel's successful generaliza­
tion of a construction given more than a century 
earlier by Huygens2 for determining the directions 
of the refracted rays in isotropiC media and uni­
axial crystals. 

In 1832 Sir William Rowan Hamilton discovered some 
remarkable properties of the Fresnel wave surface 
for biaxial crystals. 3 In the first place he noticed that 
the wave surface had four conoidal cusps at the points 
where the optic axes intersect the wave surface. 
Since to each of these points one may draw an infinite 
number of tangent planes, Fresnel's construction im­
plies that an appropriately positioned cone of rays 
external to the crystal would be refracted into a sin­
gle ray along the optic axis of the crystal. To this 
phenomenon Hamilton gave the name external conical 
refraction. Further, Hamilton found that there are 
four planes which are tangent to the wave surface at 

an infinite number of points constituting a circle of 
contact. The implications of the Fresnel construction 
in this case are that an appropriately positioned ray 
incident on the crystal would be refracted into a com­
plete cone of rays within the crystal. This phenome­
non was named internal conical refraction. At Hamil­
ton's suggestion, Lloyd4 performed an experiment in 
1833 and with the configuration required for internal 
conical refraction observed a bright circle of light 
on a screen placed behind the crystal, thus confirm­
ing Hamilton's prediction. The success of this experi­
ment contributed greatly to the general acceptance of 
the Fresnel wave theory of light. 

As the experiments demonstrating internal conical 
refraction became more refined, 5,6 however, two 
bright circles of light separated by a dark circle 
were observed. These observations received no 
adequate explanation until Voigt7 in 1905, realizing 
that any beam of light, no matter how well collimated, 
consists of a superposition of plane waves whose wave 
normals have a finite angular spread, calculated the 
distribution of the rays associated with the wave nor­
mals which are slightly inclined to the optic axis. As 
a result of these calculations he offered a more or 
less satisfactory explanation of the observed light 
pattern. 

However, as has recently been pointed out,8 VOigt's 
treatment is still largely qualitative in nature and 
may be unsatisfactory for some purposes. In view of 
the increased recent interest in the phenomenon, 8-10 
we consider it desirable to have a complete quantita­
tive analytical description of internal conical refrac­
tion using modern techniques. In this paper we pre-
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a geometrical construction was proposed, which con­
sisted of drawing appropriately positioned tangent 
planes to the wave surface, and which led to the de­
termination of the velocities and planes of polariza­
tion of the refracted rays within the crystal. This 
construction was Fresnel's successful generaliza­
tion of a construction given more than a century 
earlier by Huygens2 for determining the directions 
of the refracted rays in isotropiC media and uni­
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In 1832 Sir William Rowan Hamilton discovered some 
remarkable properties of the Fresnel wave surface 
for biaxial crystals. 3 In the first place he noticed that 
the wave surface had four conoidal cusps at the points 
where the optic axes intersect the wave surface. 
Since to each of these points one may draw an infinite 
number of tangent planes, Fresnel's construction im­
plies that an appropriately positioned cone of rays 
external to the crystal would be refracted into a sin­
gle ray along the optic axis of the crystal. To this 
phenomenon Hamilton gave the name external conical 
refraction. Further, Hamilton found that there are 
four planes which are tangent to the wave surface at 

an infinite number of points constituting a circle of 
contact. The implications of the Fresnel construction 
in this case are that an appropriately positioned ray 
incident on the crystal would be refracted into a com­
plete cone of rays within the crystal. This phenome­
non was named internal conical refraction. At Hamil­
ton's suggestion, Lloyd4 performed an experiment in 
1833 and with the configuration required for internal 
conical refraction observed a bright circle of light 
on a screen placed behind the crystal, thus confirm­
ing Hamilton's prediction. The success of this experi­
ment contributed greatly to the general acceptance of 
the Fresnel wave theory of light. 

As the experiments demonstrating internal conical 
refraction became more refined, 5,6 however, two 
bright circles of light separated by a dark circle 
were observed. These observations received no 
adequate explanation until Voigt7 in 1905, realizing 
that any beam of light, no matter how well collimated, 
consists of a superposition of plane waves whose wave 
normals have a finite angular spread, calculated the 
distribution of the rays associated with the wave nor­
mals which are slightly inclined to the optic axis. As 
a result of these calculations he offered a more or 
less satisfactory explanation of the observed light 
pattern. 

However, as has recently been pointed out,8 VOigt's 
treatment is still largely qualitative in nature and 
may be unsatisfactory for some purposes. In view of 
the increased recent interest in the phenomenon, 8-10 
we consider it desirable to have a complete quantita­
tive analytical description of internal conical refrac­
tion using modern techniques. In this paper we pre-
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sent such a description. The method used employs 
the angular spectrum representation of electromag­
netic fields in biaxial crystals derived recently by 
the author .11 

2. DERIVATION OF INTERNAL CONICAL REFRAC­
TION FROM THE ANGULAR SPECTRUM REPRE­
SENTATION OF THE FIELD 

Let us assume that the half-space z ~ 0 is entirely 
filled with a linear, nonmagnetic nonabsorbing biaxial 
crystal whose principal dielectric axes are in the 
directions of the Cartesian coordinate axes. In this 
coordinate system the dielectric tensor E is diagonal12 

and has the three components E xx , E yy' and Ezz • Let us 
write 

(1) 

and let us demand, for the sake of definiteness, that 

Under these circumstances it may be shownll that 
the directions of the optic axes are given by the vec­
tors 

s± = (± a o' 0, Yo)' (3) 
where 

a -o -

Yo = 

[(
E2 - E1) E ll/2 
E3 - E1 3J 

(3'a) 

[~:: = ::) E1r/2 (3'b) 

We shall restrict our attention to the optic axis given 
by the + sign in Eq. (3). 

In view of the physical impossibility of generating an 
electromagnetic field in the form of a plane wave of 
infinite extent, we shall define a well collimated beam 
in vacuo as a field which may be expressed as an 
angular spectrum of plane waves containing only 
homogeneous plane wave components whose wave 
normals make at most a very small angle with some 
fixed direction in space. 

It may be verified by standard procedures that a 
plane electromagnetic wave incident on the crystal 
propagating in the direction given by the unit vector 
so, where 

So = (ao' 0, (1 - (5)1/2), (4) 

is refracted into a plane wave inside the crystal 
whose wave normal lies along the optic axis s+. 
Furthermore, it may be shown that an incident plane 
wave inclined at a small angle to So will be refracted 
into two plane waves inside the crystal each of whose 
wave normals make a small angle with the optic axis 
s+. Thus a well collimated beam centered around the 
direction So incident on the crystal will be refracted 
into an angular spectrum of plane waves within the 
crystal, the wave normal of each component plane 
wave making a small angle with the optic axis. It is 
then reasonable to assume that the electriC field in­
side the crystal will be given by an expreSSion of the 
form of Eq. (24) of Ref. 11, where the boundary values 
8x (a, [3; 0) and 8y(a, [3; 0) vanish for points a and [3 
outside of some small two-dimensional domain D sur­
rounding the point (ao, 0). Thus, changing slightly the 
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notation of Ref. 11, we may represent the (monochro­
matic) electric field inside the crystal in the form 

Eo(x,y, z) 

= l! P(+)(a, [3) exp [ikR( a'; + [3;' + 1'+ il)] dad[3 

+ ~!p(-)(a,f3) exp[ikR ~ Ii + [3J[ + 1'- ~)J dad[3, 

where (5) 

[ 
k2y2 - A 

P(±)(a, f3) = K(i) (a, f3) 1, ~2 1, 

_ (aE1 + [3E2 ::::! -A 1 )/B 2)]. (6) 

Equation (6) stands for two equations, one with the 
upper subscript on both sides of the equality sign and 
the other with the lower subscript. In Eqs. (6) the 
symbols are defined as follows (see Ref. 11): 

(7) 

where 

(
k\2 00 

S(a,[3;O)= 2i) liEo(x,y,O) 

x exp[- ik(ax + [3y)]dadtl, (8) 

Le., 8 (a, [3; 0) is the Fourier transform of the bound­
ary value of the electric field in the plane z = 0; Le., 

k2y! = i {A1 + A2 ± [(A1 - A2)2 + 4B1 B 2]1/2} , (9) 

where 
A1 = k2{E1 -[a2(E1/E3) + [32]}, (10) 

A2 = k2{E2 -[a2 + (c2/E3)tl2]), (11) 

B1 = k2af3[1- (E1 /E3 )], (12) 

and 
(13) 

In Eqs. (5)-(13), k = w/ c where w is the frequency 
and c the vacumn velocity of the radiation. 

The domains of integration D± are small domains in 
the a[3 plane centered on the point (ao, 0).13 The 
boundary functions 8x (a, [3; 0) and 8;v(a, [3; 0) may be 
found from a knowledge of the exact structure of the 
external light beam and the application of the boundary 
conditions for Maxwell's equations. We shall not 
make any further specific assumptions about the de­
tailed structure of external beam incident on the 
crystal; we demand only that 8x and 8y are continuous 
and have a sufficient number of continuous deriva­
tives to ensure the validity of the following analysis. 

We shall find it convenient to make the change of 
variables . 

a - a 0 = p cose, 

[3 = (P/Gl/2) sine, 
(14) 
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where 
G = (E3 - ( 2)/(E3 - ( 1 )· 

Equation (5) then becomes 

r2'lf fP 
Eo(x,y, z) = Jo de 0 p(+) (p, e) 

x exp [ikR ~Q'o + p cose) -; 

+ _P_sine 1 + y~ i)~ pdp 
G1/2 ~ 

(15) 

+ f:" de f: Pf.-)(p, e) exp[iI~R (Q'o + p cose) tr 
+ (p/G1/2) sine if + y:' ~J pdp, (16) 

where p is sufficiently large to cover the area D± but 
at the same time 

p« 1. (17) 

The primed functions are the unprimed functions 
written in terms of the new variables defined by Eqs. 
(14). 

We shall now proceed to calculate the approximate 
value of the field in the far zone by the application of 
the principle of stationary phase to the integrals in 
Eq. (16). We shall then examine the structure of the 
far field in sufficient detail to elucidate the essential 
aspects of internal conical refraction. 

The method of stationary phase makes it possible to 
obtain the asymptotic approximation to integrals of 
the type appearing in Eq. (16) as kR --t r:tJ along a 
direction specified by the fixed unit vector14 

u = (x/R,y/R, z/R), z> O. (18) 

The result is 

27TiE+k exp(ikRt±· u) 
E () P'P' (p' e') ----o x,y, z '" I~V21 (+), R 

+ 27Tick p'P' (p e') exp(ikRt' 'u) 
l~y21 (-), R - (19) 

where 
t± = (O'o + p' cose',(p'/G1/2) sine',y~(p', e'». (20) 

Here p' and e' are those values of p and e which 
make the phase factors 

(21) 

stationary within the domain of integration, Le., p' 
and e' are the roots of the equations 

(22) 

Furthermore 

(23) 

and 

when ~± > 0, 
(a2~±) , 

~I~ : -- >0 
ap2 

(a2~ r E± when A±> 0, --± <0 (24) 
ap2 

-z when c,± < 0, 

where the prime in Eqs. (23) and (24) denotes values 
at the stationary points. 

The algebra involved in the solution of Eqs. (22) for 
the stationary points is lengthy and cumbersome due 
to the complicated form of y± (p, e). We give the de­
tailed derivation in the Appendix and limit our pre­
sent discussion to the general behavior of the solu­
tion. 

After lengthy calculation, Eq. (22) yields the relations 

(25) 

and 
uy "" (G1/2/yO)['f EQ'o sine + pK±(e)]uz (26) 

where the qualities J±(e) and K ± (e) and the constants 
Band E are defined in the Appendix. 

In deriving the approximate equations (25) and (26) 
we have neglected powers of p higher than the first 
because of the constraint (17). 

Equations (25) and (26) define the stationary points 
p' and e' for each direction of observation (ux , uy, u z ); 

however if these stationary points lie outside the do­
main of integration the leading term in the asymptotic 
expansion of our integral will be of higher order than 
1/R. 

Thus Eqs. (25) and (26) may also be viewed as defin­
ing those directions in space along which the electric 
field in the far zone falls off as I/R, by demanding 
that the values of p and e in Eqs. (25) and (26) are in 
the domain of integration. In all other directions of 
observation, the field in the far zone falls off faster 
than I/R. Our object is therefore to solve Eqs. (22) 
for u x ' u y' and U z for each point (p, e) in the domain 
of integration. 

Recalling the relation (17), we shall first consider 
Eqs. (25) and (26) in the zeroth-order approximation 
where we neglect p entirely. These equations may 
then be written as 

and 
(25') 

(26') 

The constant F is defined in the Appendix. Upon 
eliminating e between Eqs. (25a) and (26a) we find 
that 

(
_i':_0 _ u _ ~ u) 2 + ( Yo u) 2 = u~, 
Q'o E x E z Q'o (EF)1/2 y 

(27) 

which is the equation of a cone through the origin. We 
also have the relation 

u~ + u~ + u~ = 1. (28) 

The cone defined by Eq. (27) and the sphere by Eq. (28) 
intersect in a simple closed curve which we shall 
call the critical curve and is deSignated by Co' 
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x 
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c 

y 

FIG. 1. Conical refraction in the zeroth -order approxima­
tion. The plane z = ° is the face of the crystal. CO is the 
direction of the incident beam. OA and OB are the lines in 
which the cone lEq. (27) I intersects the plane y = 0. OA is 
also the optic axis. The directions of these lines are de­
fined by the vectors lying along them. The curve e is the 
intersection of the cone and a screen (not shown) placed in 
the path of the radiation. 

We shall make a few general remarks about the cone 
defined by Eq. (27). 

(i) It has its apex in the origin. 

(ii) Each plane z = const intersects it in an ellipse. 

(iii) It is symmetrical about the plane y = 0. 

(iv) It intersects the plane y = ° in two lines whose 
directions are 

11 = (ao,O,yo) 
and 

12 =[(EdE3)aO'0,yo]' 

The direction 11 is seen to be the optic axis. 

------., 

....... _-------

FIG. 2. lllustration of the area occupied by 
the endpoints of the vector u associated with 
stationary points (p, e) inside the domain of 
integration. Co is the critical curve. C1 and 
C2 are the outer limits of the accessible 
area and are associated with the largest 
values of p which remains within the domain 
of integration. The dashed curves C1 and C2 
are the two curves associated with one fixed 
value of p. 
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(29) 

(30) 

(v) The aperature {3 of the cone in the plane y = ° may 
be calculated from Eqs. (29) and (30). We obtain 

(31) 

Equation (31) is in agreement with the result quoted 
in the literature.12 The conclusion is, therefore, that 
a screen placed in the far zone of the field will be 
illuminated only on a curve where the cone defined 
by Eq. (27) intersects the screen. Thus all the gener­
al features observed in Lloyd's experiment have been 
verified. The results obtained so far are illustrated 
in Fig. 1. 

In order to understand the fine structure of the radia­
tion pattern, it is necessary to examine the solution 
to Eqs. (22) in the first order approximation, Le., we 
must retain terms independent of p and those pro­
portional to the first power of p only. These solutions 
are given as Eqs. (25) and (26). We shall now consider 
the solutions for ux , u y' and u z for a fixed p within the 
range of integration. In this case it may be shown 
that the critical curve is replaced by two curves C1 
and C2 • C1 is inside Co and C2 is outside Co' Fur­
thermore, the distance from a point on Co to a corres­
ponding point on the curves Cl or C2 is proportional 
to p. Thus as we vary p throughout the domain of in­
tegration' we fill in an area whose thickness is pro­
portional to p and which is bisected by the curve Co 
(see Fig. 2), Hence a screen placed in the far zone of 
the field will be illuminated in an annular area and 
dark elsewhere. 

We shall now show that the intensity of the illumina­
tion throughout the annular area is by no means con­
stant, but varies in a manner compatible with the ex­
perimental observations. The relevant functions to 
consider in this regard are the amplitude factors 
pi III lI2 1 appearing in the expreSSion (19) for the 
electric field. It is shown in the Appendix that 

pIIIl~/21 =pl/2M±(B), (32) 

to first order, where M±(B) in a bounded function of B. 
Thus we see the origin of the two bright rings separat-
ed by a dark ring observed in the experiments; for, 
close to the critical curve, Le., for very small p the 
amplitude of the electric field goes to zero, whereas 
as we move away from the critical curve towards C1 
and C2, the amplitude grows proportionally to pl/2 (Le., 
the intensity grows proportionally to pl. We should 
therefore expect to observe a dark band around the 
critical curve, which is precisely what is observed. 

We shall conclude our analysis of conical refraction 
with a brief discussion of the polarization of the elec­
tric field in the far zone. If we consider the functions 
p(±)(p, B) defined by Eqs. (6) and (7) and we find, keep­
ing only the zeroth order term, Le., neglecting p en­
tirely that 

P~ (p, B) 

"'" !(Cl/2 0y (a,{3;0) sinB + 0x (a,{3;0) (cosB + 1), 
\; 1. 

(1 - cosB) 0y(a, (3; 0) + Clf2 0x (a, (3; 0) smB, 

0'0 El 
- - Clf2 - 0 (a (3' 0) sinB 

Yo E3 y , , 

- ;~ :~ 0x (a, (3i O)(cosB + 1») (33) 
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and 

P~ (p, e) 

"'" ~ ~ G1/2 By (0', /3; 0) sine + Bx (Q1, /3; 0)(1 - cose), 

x (cose + l)B
y

(Q1, /3; 0) - _1_ 0x (Q1, /3; 0) sine, 
G1/2 

0'0 E1 
X - G1/2 - ° (0' f3' 0) sine Yo E3 y , , 

0'0 E1 ) + - - Ox (0', /3; 0) (cose - 1) , 
Yo E3 

(34) 

where 0' and /3 are related to p and e by Eq. (14). The 
point in the far field for which Eq. (33) holds lies in 
the directions given by the unit vector u which is a 
solution of Eqs. (25') and (26') with the minus sign; 
the point at which Eq. (34) holds is determined by the 
solution of Eqs; (25') and (26') with the plus sign. 
Thus the orientation of the electric vector is deter­
mined at all points in the far zone by Eqs. (25), (26), 
and the boundary value of the field in the plane z =0. 
Finally it is shown in the Appendix that 

and 
E_ = - 1. 

3. DISCUSSION 

(35) 

(36) 

We have considered a well collimated beam incident 
in such a manner upon the face of a biaxial crystal 
that the wave normals of the refracted waves associa­
ted with each plane wave component of the incident 
beam make at most a small angle with one of the 
optic axes of the crystal. The field inside the crystal 
was represented as an angular spectrum of plane 
waves. By applying the principle of stationary phase 
to the integrals of the representation, we have found 
explicit expressions for the electric field in the far 
zone. A close examination of the radiation pattern 
in the far zone [see Eqs. (19), (32)-(36)] yields all 
the known results connected with internal conical 
refraction. We believe that this is the first totally 
analytical and quantitative analysis of internal conical 
refraction and that the explicit expressions derived 
in this paper go beyond the largely qualitative treat­
ments given previously. 

APPENDIX: CALCULATIONS RELATING TO THE 
DERIVATION OF THE ASYMPTOTIC APPROXIMA­
TION TO THE INTEGRALS IN EQ. (16) 

The phase factors <p± may be written explicitly in the 
form 

<p± = Q1Ux + {3u y 

where 

+ [A - BQl2 - C/32 ± ([D + EQl 2 - F{32)2 

+ 4EFQ2/32)1/2]1/2uz ' 

A = (E1 + E2 )/2, 

B = (E1 + E2 )/2E3 , 

C = (E1 + E3 )/2, 

D = (E 1 - E2 )/2, 

E = (E3 - E1 )/2E3 , 

F = (£3 - £2)/2£3' 

(A1) 

(A2a) 

(A2b) 

(A2c) 

(A2d) 

(A2e) 

(A2f) 

With the change of variables 

0' - 0'0 = P cose, 

{3 = (p/G)1/2 sine, 

where 
G = (E3 - E2)/(E3 - E1)' 

the phase factors become 

<p± == Q1 0 U x + P coseux + (p/G1/2) sineu y 

+ Yo[1- (P/Y5)({3Q10 cose =r EQl o) 

- (p2/2y~)(BQlo cose =r EQlo)2 

- (B/2Y5) cos2ep2 - (C/2GY5) sin2 ep2 

± (E/2Y5)p2 cose + O(P3)]uz, 

(A3a) 

(A3b) 

(A4) 

where O(P3) means terms involving the third and 
higher powers of p. 

We need the first and second order derivatives of <P± 
with respect to p and e. We have 

o<p± 
ap = coseux 

+ [sin(e)/G1/2]u + [_1..- (BO'o cose =r Eaa) 
y Yo 

- p/y i5 (BO'o cose =r EQlO)2 - (B/Y 0) p cos2 e 

- (C/G)yop sin2 e ± (E/yo)p cose + O(p2~Uz, 
(A5) 

and 
a2 cj>± 

op2 == F±(e)uz' (A6) 

where 

F±(e) = - 1/Yo[(1/Y3){BQlo cose =r EQI)2 + B cos2 e 
+ (C/G) sin2 e ± E cose + O(p)]. (A7) 

It should be noted that F±(e) does not vanish for any 
value of e and in fact 

F ±(e) < o. (AB) 

We also find that 

o<P± ae == - p sine Ux + (p/Gl/2)coseuy + [(p/Yo)BQl o sine 

+ P: BO'o sine (BO'o cose =r EQlo ) 
Yo 

+ (B/Yo) cose sinep2 - (C/Gyo) sine cosep2 

(A9) 

+ [p/yo BO'o cose + O(p2)]u" (AlD) 
and 

o2q, . 
-- =-smeu 
opoe x 

+ ~~/~ uy + (~:o sine + O(P)) u z • (All) 
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The stationary points of the integrals are defined by 
those values of p and e which satisfy the equations 

a<p± a<p± 
ap =-wr =0, (Al2) 

Using Eqs. (A5) and (A9), Eq. (Al2) becomes, on re­
taining only first-order terms in p, 

+ (p/Y5)(Bao cose + EQ!o)2 + Bp cos2 e 

+ (C/G)p sin2e + Ep cose]uz 
and 
- sinllux + (COS6/Gl/2)uy "" - (l/Yo~BQ!o sine 

(Al3) 

+ [pBao sin(e)/Yij](Bao cose + Eao) + B cose 

x sinep - (C/G) sine cosep + ! E2p sine]u z ' (A14) 

Eliminating uy from (Al3) and Ux from (A14), these 
equations become 

(Al5) 

and 

(Al6) 

(Al5') 

BEQ!2) ] +T cose . 
Yo 

(AI6') 
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The states associated with the group- subgroup R 7 => G 2 are unambiguously representable as the stretched pro­
duct states of just seven elementary multiplets. This result is used to derive a number of branching rules for 
the decomposition R7 -'> G2 in a simpler manner than hitherto available. An example of the decomposition of 
the spin representations of R7 is given. 

I. INTRODUCTION 

Faced with the problem of labeling the orbital states 
of the atomic f-shell, Racah1 found it useful to consi­
der the chain of groups 

where Cartan's exceptional group G2 occurs as a sub­
group of the seven-dimensional rotation group. By 
using the irreducible representations of R7 and G2 as 
auxiliary labels, Racah was able to uniquely label all 
the atomic states of the f-shell apart from a few 
duplications associated with the reduction to R3 of the 
(31) and (40) representations of G 2 • 

Later, Flowers2 applied the same chain of groups to 
the labeling of the orbital states of the nuclear f­
shell. In this case representations of R7 arise which, 
upon restriction to G2 , give rise to duplicated G2 
representations. Furthermore, when the representa­
tions of G2 are restricted to R3 representations of R3 
with multiplicities of ten or more are common. 3 

Recently Sharp and Lam 4 .5 have discussed the inter­
nal-labeling problem using the stretched products of 
elementary multiplets. For each group-subgroup 
combination they considered, they found that a finite 
number of elementary multiplets sufficed and the 
solution to the internal labeling was complete. To 
date no proof that a finite set will always suffice has 
been given, though it is clear that a finite number will 
certainly solve the problem up to irreducible repre­
sentations of a preassigned degree. 

In this paper we establish a finite set of elementary 
multiplets,for the case of R7 ~ G2 • This set has been 
used to give a number of branching rules in a simpler 
form than previously available. 6 •7 While we have 
established that the finite set suffices to generate all 
known tables of R 7 ~ G 2 branching and to generally 
cover a wide range of special cases, a general proof 
of the completeness of our set has eluded us. Brief 
consideration is given to the internal labeling problem 
for the cases of R14 :::> G2 and G2 :::> R 3 • For general 
definitions we follow the paper of Sharp. 5 

ll. ELEMENTARY MULTIPLETS FOR R7 :::> G2 

The elementary multiplets required to describe the 
G 2 content of R 7 representations were initially deter­
mined by forming stretched states from the basic 
representations of R7 and G2 and then inspecting 
tables of branching rules for unaccounted G2 repre­
sentations. The set of elementary multiplets was then 
enlarged until all G2 representations were accounted 
for. The final set of elementary multiplets was esta­
blished as 

[H !](OO), [!! !](IO), [100](10), [110](10), [110](11), 

[~!! ](11), [210](11). (1) 
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Stretched states associated with a given R7 represen­
tation [~1 ~2~3] and a G2 representation (u1u2) may be 
formed from the product of the elementary multiplets 
given in Eq. (1): 

{[ t t t](OOW {[! ~ ~](IO)}b {[IOO ](IO)Y {[1l0 ](IO)}d 

x{[110)(llW {[% ~ ~](ll)f {[2IO](1l)Y, 

where necessarily 

and 

~1 = ~a + ~b + e + d + e + %f + 2g, 

~2 = ~a + H + d + e + h + g, 

~3 = ~a + ~b + ~f, 

(2) 

(3) 

u1 = b + e + d + e + f + g and u2 = e + f + g. (4) 

In applying Eq. (2) certain states become over repre­
sented. These redundant states are excluded by the 
introduction of the subsidiary condition 

fd = o. (5) 

We note that had we confined our attention to only the 
true representations of R 7 , we would have required the 
the stretched product states 

{[IOO](IOW {[110 ](IO)}b {[110 ](1l)Y {[lli ](OO)}d 

x {(lli ](IO)y {[Ill ](20)V {(2IO ](ll)}g {(2ll ](ll)}h 

x {[211](2I)}i{[3ll](22)}i (6) 

with the restrictions 

e, h, i = 0 or 1 

and hb = he = he = hi = ei = ej= bi = bj = O. (7) 

Equation (2) taken together with Eqs. (3)-(5) generate 
the known G2 content of all the representations of R7 
with 6 :;;, ;\.1 :;;, ;\2 :;;, ;\3 :;;, O. The results of the next 
section would suggest that the above results cover all 
representations of R7 and G 2 , but the complete proof 
has eluded us and would obviously involve a rather 
complex combinatorial treatment. 

m. BRANCHING RULES FOR R7 -~ G2 

The general branching rule for making the decompo­
sition R7 ~ G2 has been given by Judd6 and Stone. 7 

However, a casual inspection of the tables of branch­
ings3 suggests that for most representations the de­
compositions can be expressed more simply. Indeed, 
via elementary properties of the partition of inte­
gers,8,9 it is very easy to establish from Eq. (2) the 
following R7 ~ G2 branching rules: 

(~OO] ~ (~, 0), (8) 

A 
[nO] ~ I: (;\.,0'), (9) 

a=O 
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TABLE I. Decomposition of the Spin Representations under R7 -> G 2. 

D[AJ [AI A2 A3] (u I U2 ) 

8 [~11] (00) + (10) 

48 [%H] (10) + (11) + (20) 

112 [%H] (10) + (11) + (20) + (21) 

112 [i%i] (00) + (10) + (20) + (30) 

168 [~H] (20) + (21) + (30) 

512 [~i t] (11) + (20) + 2(21) + (22) + (30) + (31) 

560 [Hi] (10) + (11) + (21) + (30) + (31) + (40) 

720 [~H] (20) + (21) + (22) + (30) + (31) + (32) 

1008 [~ ~i] (10) + (11) + (20) + (21) + (30) + (31) + (40) + (41) 

672 [fBI (00) + (10) + (20) + (30) + (40) + (50) 

448 [Bt] (30) + (31) + (40) 

1512 [Bt] (21) + (22) + (30) + 2(31) + (32) + (40) + (41) 

1728 [1% i] (20) + (21) + (22) + (30) + (31) + (32) + (40) + (41) 
+ (50) 

2800 [Bt) (21) + (22) + (30) + 2(31) + 2(32) + (33) + (40) 
+ (41) + (42) 

4096 [~H] (11) + (20) + 2(21) + (22) + (30) + 2(31) + (32) 
+ (40) + 2(41) + (42) + (50) + (51) 

3024 ["fB) (10) + (11) + (20) + (21) + (30) + (31) + (40) + (41) 
+ (50) + (51\ + (60) 

3080 ["fBI (30) + (31) + (32) + (33) + (40) + (41) + (42) + (43) 

4928 rJE] (20) + (21) + (22) + (30) + (31) + (32) + (40) + (41) 
+ (42) + (50) + (51) + (52) 

4752 [Hi] (10) + (11) + (20) + (21) + (30) + (31) + (40) + (41) 
+ (50) + (51) + (60) + (61) 

1320 [ilB] (00) + (10) + (20) + (30) + (40) + (50) + (60) + (70) 

2A 

[An] ~ 6 (p,O), 
p=O 

(10) 

[.\.\'0] ~ 6 L) (A-O',(3), (11) 
a=O l3=a 

(here both summations are to the lesser of .\' and 
A - A') 

2 A' A-A' 

[.\n'] -7 L) L) (A -.\' + 0', (3), (12) 
a=O 6=0 

2A' 
[U'A'] -7 6 L) (.\ + .\' - 0', a - (3) 

ct=O /3=0 
(13) 

(here the summation over (3 is to the lesser of A - .\' 
and 0'). 

The above results may be checked by the computation 
of the dimension of the R7 representations in terms of 
those of the sum of G2 representations given in the 
decomposition. The above rules exhaust the possibili­
ties for all R7 representations other than those involv­
ing partitions into three distinct nonzero parts. The 
above rules were used to construct the branching 
rules for the spin representations of R7 given in 
Table 1. The branching rules given for partitions into 
three distinct parts were constructed using Eq. (2), as 
indeed was the entire table prior to the discovery of 
the above rules. 

Duplications of G2 representations can only arise in 
those representations of R7 involving partitions into 
three distinct nonzero parts. Table I and tables pub­
lished elsewhere 3 show a number of striking features. 
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For example, in the R7 representations [.\ + 1,.\, 
.\ - 1] no G2 representation ever occurs more than 
twice and then only if it is of the form (p, 1) with 
2.\ - 1 ~ P :" 2. Using Eq. (2), we can show that the 
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yield an added insight into the multiplicity and inter­
nal labeling problems. The use of stretched product 
states in atomic and nuclear calculation could well 

1 G. Racah, Phys. Rev. 76,1342 (1949). 
2 B. H. Flowers, Proc. Roy. Soc. (London) A210, 497 (1952). 
3 B. G. Wybourne, Symmelry PYinciples ill Alomic Spec/yvscupy 

(Wiley, New York, 1970). 
4 R. T. Sharp and C. S. Lam, J. Math. Phys.10, 2033 (1969). 
5 R. T. Sharp, Proc. Camb. Phil. Soc. 68, 571 (1970). 

lead to substantial simplifications since it is general­
ly easiest to compute isoscalar factors for fully 
stretched states.ll 

6 B. R. Judd, Opeyalvy Techniques in Alomic Spec!, oscoPY (McGraw-
Hill, New York, 1963). 

7 A. P. Stone, J. Math. Phys.ll, 29 (1970). 
8 B. G. Wybourne, J. Math. Phys.10, 467 (1969). 
9 J. G. Cleary and B. G. Wybourne, J. Math. Phys.12, 45 (1971). 
10 B. R. Judd, J. Phys. (Paris) C 31,4 (1970). 
11 S. J. Alisauskas and A. P.Jucys, J. Math. Phys.10, 2227 (1969). 
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By translating the eigenvalue problem of a difference equation to one of abstract operators, we give a method 
of finding relations among the eigenvalues of the difference equations. 

Let us consider an operator B on any normed space 
having discrete eigenvalues A1' A2' A3' ... with cor­
responding eigenfunctions CP1' CP2' CP3' •• '. Suppose 
that there is an operator U such that 

BU == UF(B) (1) 

and with the additional property that the CPi' i == 1, 
2, ... , do not belong to the null space of U. The func­
tion F suffices for our application to be a polynomial. 

From the above equation (1) we obtain 

(2) 

Equation (2) means that if Ai is an eigenvalue of the 
operator B, then F(Ai) is also an eigenvalue. By con­
tinuing in this way we conclude that if we know one 
eigenvalue A i, we can find a sequence of eigenvalues 
F(A i ), F(F(A i»' . '. This sequence can be finite or 
infinite. 

In the case 

Uncpi"" O' n~l, (3) 

the eigenvalue A i would generate an infinite sequence 
of eigenvalues. 

In the case 

(4) 

for some n, the eigenvalue A i would generate a finite 
sequence of eigenvalues. 

A sufficient condition, which we shall use later, in 
order that (3) be valid is that the point spectrum of 
the operator U be the empty set. 

In many problems of physics we encounter the eigen­
value problem of a difference equation of the form 

N 

I; f(n + k i) + a(n )f(n) == Ef(n) 
i=l 

in the space of square-summable sequences. For 
simplicity we consider the ki' i = 1, ... ,N, to be 
positive integers. 

(5) 

The above equation can be considered the realization 
of the eigenvalue problem of the operator1 ,2 

N 

T == 6 Vkj + A, 
i= 1 

(6) 

where V is the unilateral shift operator bn a sepa­
rable Hilbert space H, over the complex field C, with 
an orthonormal basis {en}i, e.g., Ve n == en+1 and A is 
a diagonal operator defined as Aen == a(n)en . The 
form (6) is very convenient for studying relations 
among the eigenvalues. As an elementary application 
we shall prove the following theorem. 

Theorem: If A is such that Aen == lm + D where 
band D are arbitrary constants, then for each eigen­
value A i of T there is an infinite sequence of eigen­
values {Ai + mb} :=1' In particular, if b ~ 2 IN, the 
eigenvalues of T form an infinite sequence and 
Ai+1 == Ai + b. 

Proof: Let V be the above-mentioned unilateral 
shift operator. Then it follows directly that 

TV == V(T + b) (7) 

The spectrum of 3 V is the closed unit disk in the com­
plex plane and is purely continuous except for the 
points z: I z I < 1 which belong to the residual spec­
trum. The point spectrum of V is the empty set. This 
means that for each eigenfunction CPi of T 

(8) 

Relations (7) and (8) imply that to each eigenvalue Ai 
of T there belongs an infinite sequence of eigenvalues 
{A i + mb} :=1 and the first part of the theorem is 
proved. 

For the second part we write the operator T in the 
A '<;'N k' form T == To + where To = LJi=l V I. We may 

assume b > I D I without loss of generality, since addi­
tion of a constant does not change the nature of the 
spectrum. The obvious relations bn + D > ° 6 no:'l 
(bn + D)-2 < r:tJ imply that the operator A-I exists 
and is a positive definite Hilbert-Schmidt operator. 
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Furthermore, since 1/ To II = IN and b 2: 2m the 
circles 

k == 1,2, .. " (9) 

are mutually disjoint. Here 11k are the eigenvalues of 
A, e.g., 11k == bk + D. 

We are now able to use the following theorem4 : 

If To is a bounded operator and A a self-adjoint one 
with A -1 a positive-definite Hilbert-Schmidt opera-

1 P. Deliyannis and E. Ifantis, J. Math. Phys.10, 421 (1969). 
2 P. Tsilimigras, Z. Angew. Math. Mech. 50,317 (1970). 

tor, then T = To + A has a discrete spectrum. If the 
norm II Toll is such that the circles defined by the re­
lation (9) are mutually disjoint, then the eigenvalues 
of T are contained in the circles Ck with one eigen­
value to each circle. (11k are the eigenvalues of A.) 

The application of this theorem and the previous re­
sult (that to each eigenvalue Ai of T there belong an 
infinite sequence {A i + m b };'=1 of eigenvalues) implies 
the relation A;+l = A; + b, and the proof of the 
theorem is complete. 

3 P. Halmos, A Hilbert SPace Prohiem Book (Van Nostrand, Prince­
ton, N.J., 1967), p. 230. 

4 J.Osborn,J.Math.& Phys.45,391 (1966). 

Proof of an Existence Condition for Solutions of the Unitarity System of Equations 
c. Eftimiu 

Department of PIZ.I'sics, UlliL'ersily of Missouri, St. LOllis, Missouri 63121 
(Received 15 September 1971; Revised Manuscript Received 21 November 1971 

A previously established set of conditions for the existence of solutions of a nonlinear system, expressing the 
unitarity of n x n symmetric matrices, is proven by means of the homotopy invariance theorem. 

In a previous paper1 we considered the system of 
equations 

which expresses the unitarity condition for n x n 
symmetric matrices 

U == 1 + iT 

with i<l> .. 
Tij = aije 'J, 

(2) 

(3) 

and we established inductively a condition for the 
moduli a which guarantees the existence of at least 
one solution set cP of the system (1). The purpose of 
the present note is to provide a proof of that condi­
tion, valid for arbitrary n. 

As in Paper I, we start by splitting the system (1) 
into two SUbsystems. The first involves only the 
phases of diagonal elements, 

2aii sinCPii = ~ at", i = 1,2, ... ,n, 

and obviously requires that 

i = 1,2, ... , n, 

or, that 

1- ~ -~'ail) 1/2 ~ aii ~ 1 + ~ -:p'ai1) 1
/
2, 

i = 1,2, ... , n, 

where the prime indicates the absence of the term 
with k = i. 
The second subsystem reads 

2ajj sincpjj == 6 aikajk COS(CPik - CPjk), 
k 

j > i == 1,2, ... , n 
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(4) 

( 5) 

(6) 

(7) 

and can be rewritten as 

tij == tanCPii' 

Aij = ai /2 - aji sinCPii - ajj sincpjj), 

Bij = aij(aii COSCPii + ajj cosCPjj), 

(9) 

(10) 

(11) 

and the double prime indicates the absence from sum 
of the terms with k = i and k =j. 

We will assume now that conditions (5) or (6) hold, 
and will also impose the restriction 

(12) 

so that the phases of the diagonal elements are uni­
quely determined from (4). When these are substi­
tuted into (10) and (11), the problem reduces to finding 
out under what additional conditions on the moduli a 
the system (8) has a solution in the in(n - 1) - dimen­
sional positive cube 

C = 0 {'" I 0 < '" < lrr} id '+'ij - '+'ij - 2 • (13) 

A direct inspection of the system (8) readily shows 
that the system (8) cannot have a solution in C unless 
A;j> O. This inequality imposes on aii upper bounds 
which are more restrictive than those indicated in 
(6), and we will assume that they hold because we 
are here only interested in the solutions in C. In 
particular, this means that sinCPii = 1 only when aii 
assume their minimum values given in (6). Of course, 
if these more restrictive upper bounds on aii do not 
hold, the system (8) may still have a solution in a 
domain larger than C, as indicated by the numerical 
example given in 1. 
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Let us now construct the homotopy 

F(t; A): C x [0,11 c Rn(n-l)/2+l ~ Rn(n-l)/2, (14) 
where 

Fij(t; A) == Aij(A)t;j - B;j(A) - (1 + t;/)1/2 

x "E/' aikajk COSA(¢;k - ¢jk)' 
k 

j > i = 1,2, ... , n (15) 

and Ai/A), BiiA) are those functions of A which are 
obtained from (10) and (11), respectively, when the 
moduli akk(k = i,j) are replaced by Aakk + (1 - A)akk 
where likk are lower ends of the ranges for akk as 
given in (6). 

Clearly, 

Aij(l) = A ij , 

Bij(l) = Bij , 

Ai/O) = fi;j = a;/2 - iiii - iijj ) 2: Aij , 

B;/O) = 0. 

(16) 

[The last equation follows from the fact that Bi)(O) is 
the expression (11) in which all a kk are replaced by 
their minimum values, indicated in (6). For these 
values, as it can be seen from (4), sin<pii = 1 and 
COS¢ii = 0.] 

The system 

F(t; 1) = ° (17) 

coincides with the system (8). On the other hand, the 
system 

Fij(t; 0) == fii}ij - (1 + t3)1/2 6" aikajk = 0, 
k 

j > i = 1,2, ... , n (18) 

has one, and only one solution in C: 

t.· = r.· (1 - rA)-1/2 
1) t) 'J 

if, and only if 

- "'-1 "">'" < 1 . >. 1 2 r;j = U,ij L..J a;kajk , J 1 = , , ... ,n. 
k 

(19) 

(20) 

Let us show now that if (20) holds, deg(F(; A), C, 0) is 
constant for A E [0,1]. To this end, according to the 

1 C. Eftimiu, J. Math. Phys. 12, 2047 (1971). Hereafter referred to 
as I. 

2 See, e.g., J. M. Ortega and W. C.Rheinboldt, Iterative Solutions of 
Nonlinear Eqllations in Several Variables (Academic, New York, 
1970), p. 156. 

homotopy invariance theorem, 2 we only have to check 
that the system 

F(t; A) = ° (21) 

has no solutions on the boundary C of 9 for all 
A E [0,1]. But on the side3 <Pij = ° of C, 

""" - Fij(t; X) = B ;/X) + L..J aikajk COSA( <Pik - <Pjk)' (22) 
k 

In this expression both the term BiJ(A) and the sum 
are nonnegative. For 1 2: X> 0, BiiA) is strictly 
positive, while for A = 0, Bij(O) = 0, but the sum is 
strictly positive; the expression (22) as a whole may 
not vanish for any A E [0,11. 

On the side <Pij = 111, 

For 1 2: X > 0, this expression may not vanish be­
cause, even if the coefficient of the infinite limit 
vanished, Bij(X) is strictly positive. Again for A = 0, 
Bij(O) = 0, but for this value of A the coefficient of 
the limit is strictly positive as a consequence of 
conditions (20). 

We conclude that the system F(t; A) = ° has no solu­
tion on the boundary of C for any A E [0, 11- By the 
homotopy invariance theorem the topological degree 
is then constant, and since for A = 0 the system has 
[under the conditions (20)1 one and only one solution 
in C, the degree is plus unity for A = ° as well as for 
any other value in [0, 11, including ,\ = 1. This is 
equivalent to saying that, if conditions (20) hold, the 
system (8) has at least one solution in C. Naturally, 
the degree may still be unity if (8) possesses an odd 
number of solutions, so that nothing can be inferred 
about the uniqueness of the solution from this argu­
ment alone. 

Conditions (20) coincide with conditions (28) of I. 
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Hamilton-Jacobi Theory on Lie groups is discussed, and an error in a previous paper is corrected. A method 
for" analytically continuing" geodesics from compact to nonCom pact Lie groups is presented. 

1. INTRODUCTION 

In Ref. 1 I proved certain facts about geodesics of 
left-invariant pseudo-Riemannian metrics on the Lie 
group 80(3, R), and I claimed to deduce from these 
facts that there were such metrics which were not 
complete. Jensen and Schaffer pointed out to me, 
in a private communication, that this deduction is in 
error, and that one can prove directly that these 
metrics are in fact complete. 

This paper has two goals: first, to discuss some 
general facts about left-invariant dynamical systems 
on Lie groups, then to discuss in more detail the case 
where the Lie groups are SO(3, R) and 80(2,1), and 
then to clarify the confusion generated by the claim of 
Ref. 1. For general differential geometric back­
ground, Ref. 2 will be used. Certain of the topics to 
be presented here concerning the Poisson bracket 
structure on Lie groups are related to the material 
presented in Ref. 3. 

Now, mechanics on manifolds can be developed from 
both a Lagrangian and Hamiltonian point of view. 
The Lagrangian approach was emphasized in Ref. 2, 
although the Hamiltonian approach was also briefly 
treated there, and further in Ref. 3. We will then 
begin with the Lagrangian approach involving the 
tangent bundle, as an introduction, then switch to the 
Hamiltonian, cotangent bundle viewpoint. Certain of 
the facts presented here about "Poisson bracket" 
structures on Lie groups are of much more general 
interest than the geodesic problem with which we 
started. 

2. THE EULER EQUATIONS FOR THE GEODESICS 

The Euler equations referred to in the title of this 
section are the equations of motion of a rotating 
rigid body. 2 In Ref. 2 the differential-geometric mean­
ing of these equations was discussed. Here, we will 
present the results of that discussion. 

Let M be a manifold of dimension n. Choose indices 
and the summation convention as follows: 

1 :s i, j :s n. 

Let T(M) denote the tangent bundle to M, and let (Wi) 
be a basis for differential I-forms on M. Consider 
these forms as I-forms on T(M) without any change 
of notation, via the pull-back map 1T*, where 
1T: T(M) ~ M is the fiber space projection map. Let 
Yi denote the real-valued functions on T(M) defined 
as follows: 

Then, the I-forms (Wi' dYi) form a basis for I-forms 
on T(M). 

Let t ~ a(t), 0 :s t :s 1, be a curve in M. Let 
t -7 a'(t) E Mo(t) denote its tangent vector curve. We 
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then have the following relation: 

(2.1) 

Let L: T(M) ~ R be a real valued function on M. In 
classical mechanics such a function is called a Lag­
rangian. Let L i, Ln+i denote the functions on T(M) 
defined so as to satisfy the following relation: 

(2.2) 

Let (Cjki ) be the functions on M [hence also on T(M)] 
which satisfy the following relations: 

(2.3) 

(2.4) 

Definition: A curve t -7 a(t) in M is an extremal of 
L if it satisfies the follOwing set of differential 
equations: 

~ Ln+i(a'(t» - L;(a'(t» 

+ Ln+k(a'(t»Yj(a'(t)) Sik(a(t» = O. (2.5) 

(See Ref. 2, p. 172 for an explanation of the relation 
between th('se equations and the notion of "extremal" 
as defined in the calculus of variations and classical 
mechanics. ) 

Now, Eqs. (2. 5) take a simple form if the following 
conditions are satisfied: 

(i) M is the underlying manifold of a Lie group G, 
with the (Wi) a basis for the left-invariant I-forms 
on M. (2.6) 
(ii) Li = O. (2. 7) 

Thus, in case (2.6) is satisfied, the (cjki) are constants 
-in fact they are just the structure constants of the 
Lie algebra G of G, relative to its basis which is dual 
to the (Wi)' Explicitly, if (Xi) are the vector fields on 
M which are dual to the Wi' i.e., which satisfy the 
conditions 

Wi(Xj ) = Oij' 

then 

(2.8) 

[Xi> X j ] = Cij~k' (2.9) 

Condition (2. 7) means that L is a function of the Yi 
alone, i.e. is a function which is invariant under left 
translations by the Lie group G. Thus, if (2. 6) and 
(2. 7) are satisfied, Eqs. (2. 5) reduce to the following 
equations: 

(2. 10) 

where 

(2.11) 
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In particular, notice that Eqs. (2. 10) are equations 
which involve the Yj(t) alone, not directly the coordin­
ates of a(t). Thus, the curves t --7 a(t) which solve 
(2.5) may be found in two stages: First, find the func­
tions Yj(t) which satisfy the first-order differential 
equations (2. 10), and then find the t --7 a(t) in M which 
satisfy the first-order equations 

(2. 12) 

Equations (2. 10) are the key equations for this program 
and are called the Euler equations. As a special case, 
we may consider L of the following quadratic type: 

(2. 13) 

where (gjj) is a real, constant symmetric matrix. 
Then, the Euler equations (2. 10) take the following 
form: 

dy. 
g .. _J + gkZ.J'IYC" k = O. (2.14) 

'J dt J J I 

In case G = SO(3,R), these equations have interpreta­
tions in both geometry and mechanics. Geometrically, 
the curves t --7 a(t) which satisfy (2.10) and (2.11) 
are the geodesics of the following Riemannian metric 
onM: 

(2. 15) 

(. indicates symmetric product of differential forms.) 
The metric defined by (2.15) on M is invariant under 
the left action of G = SO(3, R) on M. In mechanics, 
Eqs. (2. 10) and (2. 11) are the equations of motion of 
a rotating, force-free top, with (&) the moment of 
inertia matrix. In particular, it is known from mech­
anics that the solutions of (2. 14) can be written down 
explicitly using elliptic functions. (The Jacobian 
rather than the Weierstrassian elliptic functions are 
needed for this purpose.) This viewpoint can be re­
versed, and Eqs. (2. 14) can be used to study the main 
properties of the Jacobian elliptic functions. This 
program was carried out partially by Tricomi 4 in 
Ref. 2, Chap. 17, and in definitive form by Hille. 5 In 
this paper, we will use Hille's form of the results to 
study certain properties of geodesics of left-invari­
ant metrics on Lie groups. However, before treating 
this specific case, we will discuss further general 
facts, related to the Poisson bracket structure on Lie 
groups. 

3. THE POISSON BRACKET WITH RESPECT TO A 
MOVING FRAME 

Return to the general situation where M is a manifold, 
with a basis (wj ) of I-forms for M. Let Td(M) = N be 
the cotangent bundle to M, Le. an element a E Td (M) 
is a real-valued linear form: Mp --7 R on the tangent 
space to a point p of M. Let (z;) be the functions on N 
which are dual to the Wi' i.e., which satisfy the follow­
ing condition: 

(3. 1) 

Let e be the following I-form on N, called the contact 
i-form associated withM: 

(3. 2) 

[ Again, we make no notational distinction between a 
form on M and its pullback. to Td(M) = N via the fiber 
space projection map.] Set 

n = de. (3.3) 

Then, n is a closed 2-form on N of maximal rank that 
determines a Poisson-bracket, Lie algebra structure 
{, } on F(N) in the following way 2.3: 

Given f E F(N), let Yj be the vector field such that 

df= Yj...J n. 
Set 

{rl>f2} = Yj ([2)· 
1 

(3.4) 

(3.5) 

Our goal in this section is to compute an explicit 
formula for the Poisson bracket, when () is given by 
formula (3.1), and 

(3.6) 

where the (Skj) are functions on M. 

Given f E F(N), let fi, k+i be the functions such that 

df = fiw j + k+j dz j • (3.7) 

Let Xi' Xn+i be the vector fields on N such that 

Xj(f) = fi, Xn+i en = k+i for f E F(N). (3.8) 

NOW, using (3.1) and (3.2), we have 

(3.9) 

Using (3.3), (3. 6), and (3.7), we have 

Xj(f)wi + Xn+i(f)dzi = Xj ~ n = Xj(Zj)wj - wi(Xj)dzi 

+ 2zi cjki w/Xj)wk [using (3.8)]. 

Thus, we have 

Wj(Xj) = - Xn+i (f) 

Xk(f)=Xj(z,.) + 2zjCjkjWj(Xj) 

(3. 10) 

= Xj(Zk) - 2ZiSkjXn+j(f) [using (3.9)]. 

Hence, 

Xj = Wj (Xj)Xj + ~(zk)Xn+k 

= - Xn+i(f)X j + Xk(f) + 2ziCjkiXn->j(f)Xn+k· 
(3.11) 

Let f,P E F(N). USing (3.4), (3.7), and (3.10), we have 

{r,p} =_Xj(fl) 

= f n+;!? - J"k\k + 2Zhj;!n+jfnt.k· (3. 12) 

Formula (3.12) is the main result of this section. It 
generalizes the classical formula for Poisson bracket 
which is found in all mechanics books (and to which 
it reduces in case dWi = 0). We now study its pro­
perties in case M is the underlying manifold of a Lie 
group. 

4. THE POISSON BRACKET ON THE COTANGENT 
BUNDLE OF A LIE GROUP 

Keep the notations of Sec. 3. Suppose in addition that 
M is the underlying manifold of a Lie group G. 
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Suppose also that G, the Lie algebra of G, is identified 
with the Lie algebra of vector fields on M that are 
invariant under left translation by elements of G. 
Suppose (wi) are a basis of I-forms on M that are 
invariant under left translation by G. Then the (Cjki ) 

are constants. Let (Xi) be the vector fields on M 
that satisfy 

Then, the Xi are a basis for G, and 

(4.1) 

i.e., the cn are the structure constants of the Lie 
algebra GJwith respect to the basis (Xi). 

Suppose that j, flare functions on N = Td(M) that are 
functions of the Zi alone, i.e., 

(4. 2) 

Then, using (3. 11), we have 

(4.3) 

In particular, we have 

(4.4) 

which are the same as relations (4. 1). 

We can explain this relation in basis-free terms in 
the following way. The fiber of N = Td(M) above the 
identity element e of M = G can be identified with Gd, 
the dual space to G. N can be identified with the pro­
duct M x Gd. The functions f E F(M) that satisfy 
(4.2) are the functions on N = M X Gd that are func­
tions on Gd alone. Thus, the set of functions f,11 that 
satisfy (4.2) can be identified with F(Gd). Now, each 
X E Gd defines a linear function 

f x : 0' ~ 0' (X) = fx ( 0' ) (4.5) 

on Gd. The zi are the functions that correspond in 
this case to the basis elements Xi of G. Thus, we have 
proved the following result. 

Theorem 4.1: The Poisson bracket operation on 
Td(G) defines a Lie algebra structure on F(Gd) such 
that 

{j,flfll} = {f,J/}fll + f'{j,1"} for f,f', 1" E F(Gd). 
(4.6) 

The linear mapping defined by (4.5) of G ~ F(Gd) is 
a Lie algebra homomorphism, and defines G as a Lie 
subalgebra of F(Gd). 

We can now extend the mapping (4.5). Let S(G) be the 
symmetric algebra G, i.e. an element of S(G) is an 
element of a symmetric tensor product G with itself. 
S(G) is made into a commutative, associative algebra 
using the symmetric tensor product. G can be identi­
fied with a subspace of S(G). The map (4.5) can then 
be extended to a map S(G) ~ F(Gd) using the following 
formula: 

If X = Xl ... Xr E S(G), then fx = fx} ... fxr • (4.7) 

J. Math. Phys., Vol.l3, No.4, April 1972 

The linear map (4.7) is one-to-one, and an algebra 
homomorphism, and hence defines S(G) as a linear 
subspace of F(Gd). In particular, S(G) has a Lie 
algebra structure, and we have proved the following 
result. 

Theorem 4.2: If G is a Lie algebra, S(G) has a Lie 
algebra structure such that 

[~,~I~lIl =[~,~Il~" + ~/[~,S'l 
for ~, ~ I, ~ II E S(G). (4.8) 

G, as a linear subspace of S(G), is a Lie subalgebra, 
with the inherited Lie algebra structure identical 
with the one with which we began. 

NOW, let U(G) be the universal associative enveloping 
algebra6 of G. It has a filtration G = U1(G) c U2(G) 
c . .. . It can be proved6 that the associated graded 
associative algebra is S(G), i.e., 

sr(G) = W(G)/W- 1(G), r = 1, 2, ... , (4.9) 

where SY(G) denotes the subspace of S(G) consisting 
of the symmetric tensors of degree r. An element 
~ E U(G) is called a Casimir element if it lies in the 
center of U(G). The following result now follows 
from (4.8). 

Theorem 4.3: Let ~ be a Casimir element of U(G). 
Then the corresponding element in S(G) and F(Gd) 
lies in the center of the Lie algebra structure defined 
above on these spaces. 

Theorem 4.3 has a consquence for "classical mech­
anics" on M = G. Suppose h is an element of F(Gd) 
that is regarded as a Hamiltonian for a mechanical 
system on G. Given a Casimir element ~ of U(G), 
denote by f,:,. the corresponding element of F(Gd). 
Then, by Theorem 4. 3, 

{h,f.) = 0, (4. 10) 

i.e.,J,:,. is an integral of the motion generated by the 
Hamiltonian h. For example, if G = SO(3, R) and if h 
is the Hamiltonian corresponding to a rotating, force­
free rigid body, then, if ~ is chosen to be the usual 
second-order Casimir operator,f,:,. is the "integral of 
total angular momentum." 

Now-as pointed out to me by Jensen and Sch3.ffer­
these remarks prove the following result, which 
contradicts the main result of Ref. 1. 

Theorem 4.4: Suppose that h is the Hamiltonian 
of a mechanical system on M = G that is invariant 
under left translation by elements of G. Suppose that 
G is a compact, semisimple Lie group. Then the 
system defined by h is complete, i.e., extremal curves 
can be indefinitely extended. 

Proof: Let y" be the vector field on Td(G) = 
G x Gd defined by h, using formula (3. 3). Then Yh 
is tangent to G d, since h is a function of the (z 1> ••• , 

z,,) alone. Let ~ be the second-order Casimir 
element of U(G) defined by the Killing form of G. Let 
f,:,. be the corresponding element of F(Gd). Then the 
level surfaces f;l(a), for each a E R, are compact, 
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and X
h 

is tangent to them. Hence, the integral curves 
of X

h 
can be indefinitely extended, which means that 

the system is complete. 

One may suspect then that the simplest example 
where the integral curves of Xh cannot be indefinitely 
extended is that where G is a noncompact, semisimple 
Lie group, e.g., SO (2, 1). We shall then turn to a study 
of this example. 

5. GEODESICS OF LEFT-INVARIANT METRICS ON 
COMPACT AND NONCOMPACT SEMISIMPLE 
LIE GROUPS 

Let us return to the general situation described in 
Sec. 2, i.e.,M is the underlying manifold of a Lie 
group G, with (wi) a basis for left-invariant I-forms. 
Let (Xi) be a dual basis for the Lie algebra G of G. 
Let ds 2 = gijwi 'wj be a left-invariant metric on M. If 
t -) a(t) is a geodesic of this nature, set gi == wi(a'(t». 
Then, the Yi (t) satisfy Eqs. (2.14). Set 

(5.1) 

Then, t -) X(t) may be regarded as a curve in G. Thus, 
Eqs. (2. 14) translate into the following basis-free 
equations for the curve t -) X(t): 

ax == A -l[AX X] 
dt ' , 

(5. 2) 

where A is a linear transformation G -) G. Equation 
(5. 2) was also derived in Ref. 2, p. 430, independently 
of the Lagrangian approach to the Euler equations. 
If G is a semisimple Lie algebra, with B( , ) its 
Killing form, 6 it was shown in Ref. 2 that A could be 
chosen to be symmetric with respect to the Killing 
form, i.e., 

B(AX, Y) == B(X,A Y) for X, Y E G. (5.3) 

Let us suppose that G is a compact semisimple Lie 
algebra,6 and that K is a symmetric subalgebra6 with 
the following Cartan decomposition 6 of G: 

G = K EB P, [P, Pl C K, [K, P1 C P. (5.4) 

Let us also suppose that 

A(K) C K, A(P) c P. (5.5) 

Now, consider G as a real subalgebra of its com­
plexification Gc = G 18> C. Then, G' defined as follows 
is a real subalgebra of Gc whose complexification 
is again Gc • i.e., G' is a noncompact real form of G: 

G' = K + iP. 

Given t -) X(t) satisfying (5. 2), let XK (t) and Xp (t) 
denote its projections in K and P. 

Now, let us suppose further that A satisfies the 
following condition: 

[AX, Xl == 0 for X E K. 

Then, using (5.4) and (5.5), the curves t -) XK(t), 
Xp(t) satisfy the following differential equations: 

(5.6) 

(5.7) 

dX
K 

_ 

([[ == A l[AXp, Xp 1, 

dX dt == A -l[AXK' Xp] + A -l[XK' AXp1. 

(5.8) 

Let us suppose X(t) is defined in a neighborhood of 
t = 0 as a solution of (5. 2). Then, using the standard 
~xistence theorem 5 for analytic differential equations, 
It can be extended to be a complex analytic function 
if the complex variable u = t + is in a neighborhood of 
u = O. Set -

(5.9) 

Then, using (5. 7), we have 

dY ([[ = - A -1 [AXp (it), Xp(it)] + A -l[AiXK (it), Xp(it)] 

+ A-1[ iXK(it), AXp(it)1. (5.10) 

Notice that these equations are the same as (5.9), 
except that the Lie bracket [ , 1 for P has been chang­
ed into its negative. 

However, we see from (5.6) that this is the Lie 
bracket for G'. In particular, Y(t) satisfies a differ­
ential equation analogous to (5.2), but with the Lie 
bracket [ , 1 for G replaced by the Lie bracket [ , J' 
for G'. In particular, if Y(O) E G', then Y(t) belongs to 
G' for all real t. The resulting equations for y(t) are 
the Euler equations for geodesics of a left-invariant 
metric on G'. Thus, we have given a precise sense 
to saying that the "differential equations for the 
geodesics of a left-invariant metric on G are analyti­
cally continued to the geodesics of a left-invariant 
metric on G'." In particular, this gives us the follow­
ing result, which may be regarded as describing a 
criterion that the left-invariant metric on G' defined 
by A be incomplete 

Theorem 5.1: Suppose that u -) X(u) is a curve in 
Gc that is defined and merom orphic in the entire 
complex u plane and that satisfies the following 
differential equation and initial conditions: 

dX == A-1[AX Xl X(O) E P. 
du ' , (5. 11) 

Also suppose that A is a complex-linear map: 
Gc -) Gcsatisfies (5.3), (5.5), and (5.7). Then, if the 
curve u -) X(u) has at least one pole along the imagin­
ary axis u = it, t E R, the left-invariant metric on 
G' defined by A is incomplete. 

This result applies, in particular, to the case G = 
80(3, R), G' == 80(2,1). It is well known that the solu­
tions of (5.11) in this case are given by the Jacobian 
elliptic functions, which do indeed5 have poles along 
the imaginary axis. 

Finally, I hope that this result will clarify the major 
error in Ref. 1 which was pointed out by Jensen and 
Schaffer. I also would like to remark that this exam­
ple of an incomplete metric on 80(2, 1) may be use­
ful as an example for a possible general theory of 
incomplete homogeneous pseudo-Riemannian mani­
folds, a topic that would be very important physically 
because of its connection with the study of singulari­
ties in cosmology. 
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We apply (Laplace, Fourier, ... ) transform methods to obtain compact representations of the perturbation 5-
matrix elements for interaction Lagrangians which are general nonpolynomial functions of isospin multiplets. 
In order to illustrate the power and simplicity of the method for coping with the isospin complications, we have 
treated several examples in detail, and these include the commonly used parametrizations of the unitary chiral 
5U(2) 5U(2) transformations. 

1. INTRODUCTION 

Many of the nonpolynomial Lagrangians one en­
counters in physical examples involve internal sym­
metry groups like SU(3) ® SU(3) where nonpolynomial 
functions of the field and generators make an appear­
ance. The simplest instances of this are functions 
like exp(YsAT"¢) or (1 + A2¢ 2)-2 which depend on an 
SU(2) isotriplet of fields 4>. Perturbation calculations 
with such interaction Hamiltonian functions can then 
become exceedingly difficult in comparison with cal­
culations involving one scalar field only. We describe 
below a way of simplifying these computations by 
using transform (Laplace, Fourier, ... ) methods 
whereby the isospin complexities are extracted out 
and the integrals to be evaluated are similar to the 
integrals one would meet for a single scalar field. 

Section 2 summarizes the rules of calculation when 
there is just one field cp and the potential V( cp) is 
some general function of it; the results to second 
order in V are listed for some typical functions. Sec­
tion 3 generalizes the method of transforms used in 
Sec. 2 to the more physical situation of a multiplet of 
fields 4> when V is a scalar function of them. The 
case when V is a matrix function of at most an iso­
triplet of fields (e.g., expAT°t/l) is studied in Sec; 4 and 
examples are given for some commonly met para­
metrizations of chiral models. We shall not consi­
der derivative interactions of mesons in this paper. 

2. MATRIX ELEMENTS FOR NONPOL YNOMIAL 
INTERACTIONS 

In this section we shall give a brief resume of some 
techniques l ,2 for evaluating Green's functions in a 
Lagrangian theory of a single scalar field cp with 
some specified interaction Hamiltonian V(t/l) which is 
in general a nonpolynomial functional of~. One works 
in the interaction picture with the free propagator 

(OIT[cp(x)cp(x')]IO) == (cp,cp') ==~(x-x,), (1) 

and then, to order VN in the perturbation development, 
the n-point Green's function is described by the x­
space matrix element: 

SN(x)==Snn "'n (xl'x2, ••• ,xN) (2) 
1 2 N 

with n == ""n. and where n. denotes the number of L..J , , 
external lines meeting at point Xi' 

J. Math. Phys., Vol. 13, No.4, April 1972 

There are many equivalent ways of expressing SN(x) 
in terms of V, but the most convenient for our pur­
poses is the form l 

(
1 02 V ~ 0 )n k I SN(X) == exp 2~~ijOA-. .0"'. [J ~ V(t/lk) , 

'J 'V. 'VJ k, 'Vk ¢~O 
(3) 

wherein ~ij == ~(xi - x) and CPi == cp(xi ) are regarded 
as c-numbers. The summation in Eq. (3) is over i ~ j 
if V is normally ordered. The simplest way of eval­
uating S is to get an integral representation for it 
using transform methods. 3 Thus if we express V in 
terms of its Laplace transform '0: 

V(cp) == JOO'O (~)e-'¢d~, 
o 

or its Fourier transform V: 

(4) 

(4') 

it is a trivial matter to arrive at the expressions 

SN(X) = (-I)n ~ ~ood~k~;k'O(~) exp 4~ ~i~jAij) 
k~~O ~ ~~ 

or (5) 

SN(X) = (- i)n ~ (Joo d~k ~;kV(~k)\ exp (- t 6. ~i ~j ~ij\ 
k =1 -00 ~ 'J ~ 

(5') 
using the fundamental result that 

(exp(Acp), exp(A'cp') == exp(AA'~). (6) 

Strictly speaking, of course, Eqs. (4) and the ensuing 
representations (5) have validity only for certain 
types of function V. However, as cp always occurs 
multiplied by a dimensional minor coupling constant 
A in nonpolynomial interactions, we can usually apply 
these transforms for a certain complex domain of A 
and then analytically continue the representations (5) 
if necessary to the physical value of A. In so doing, 
one will, in general, encounter singularities in the 
region of auxiliary (~ or ~) variable integration, and 
one of the chief problems of the theory is to define 
these such that the SN(X) are real in the Euclidean 
region-it is here that ambiguity problems may 
arise. 4 However such sources of difficulty are not 
our concern in this paper; rather we shall be espe­
cially interested in the complexities which arise when 
one must deal5 with a whole multiplet of fields 4> as 
we do later on. Let us therefore pass over this par-
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like exp(YsAT"¢) or (1 + A2¢ 2)-2 which depend on an 
SU(2) isotriplet of fields 4>. Perturbation calculations 
with such interaction Hamiltonian functions can then 
become exceedingly difficult in comparison with cal­
culations involving one scalar field only. We describe 
below a way of simplifying these computations by 
using transform (Laplace, Fourier, ... ) methods 
whereby the isospin complexities are extracted out 
and the integrals to be evaluated are similar to the 
integrals one would meet for a single scalar field. 

Section 2 summarizes the rules of calculation when 
there is just one field cp and the potential V( cp) is 
some general function of it; the results to second 
order in V are listed for some typical functions. Sec­
tion 3 generalizes the method of transforms used in 
Sec. 2 to the more physical situation of a multiplet of 
fields 4> when V is a scalar function of them. The 
case when V is a matrix function of at most an iso­
triplet of fields (e.g., expAT°t/l) is studied in Sec; 4 and 
examples are given for some commonly met para­
metrizations of chiral models. We shall not consi­
der derivative interactions of mesons in this paper. 

2. MATRIX ELEMENTS FOR NONPOL YNOMIAL 
INTERACTIONS 

In this section we shall give a brief resume of some 
techniques l ,2 for evaluating Green's functions in a 
Lagrangian theory of a single scalar field cp with 
some specified interaction Hamiltonian V(t/l) which is 
in general a nonpolynomial functional of~. One works 
in the interaction picture with the free propagator 

(OIT[cp(x)cp(x')]IO) == (cp,cp') ==~(x-x,), (1) 

and then, to order VN in the perturbation development, 
the n-point Green's function is described by the x­
space matrix element: 

SN(x)==Snn "'n (xl'x2, ••• ,xN) (2) 
1 2 N 

with n == ""n. and where n. denotes the number of L..J , , 
external lines meeting at point Xi' 
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There are many equivalent ways of expressing SN(x) 
in terms of V, but the most convenient for our pur­
poses is the form l 

(
1 02 V ~ 0 )n k I SN(X) == exp 2~~ijOA-. .0"'. [J ~ V(t/lk) , 

'J 'V. 'VJ k, 'Vk ¢~O 
(3) 

wherein ~ij == ~(xi - x) and CPi == cp(xi ) are regarded 
as c-numbers. The summation in Eq. (3) is over i ~ j 
if V is normally ordered. The simplest way of eval­
uating S is to get an integral representation for it 
using transform methods. 3 Thus if we express V in 
terms of its Laplace transform '0: 

V(cp) == JOO'O (~)e-'¢d~, 
o 

or its Fourier transform V: 

(4) 

(4') 

it is a trivial matter to arrive at the expressions 

SN(X) = (-I)n ~ ~ood~k~;k'O(~) exp 4~ ~i~jAij) 
k~~O ~ ~~ 

or (5) 

SN(X) = (- i)n ~ (Joo d~k ~;kV(~k)\ exp (- t 6. ~i ~j ~ij\ 
k =1 -00 ~ 'J ~ 

(5') 
using the fundamental result that 

(exp(Acp), exp(A'cp') == exp(AA'~). (6) 

Strictly speaking, of course, Eqs. (4) and the ensuing 
representations (5) have validity only for certain 
types of function V. However, as cp always occurs 
multiplied by a dimensional minor coupling constant 
A in nonpolynomial interactions, we can usually apply 
these transforms for a certain complex domain of A 
and then analytically continue the representations (5) 
if necessary to the physical value of A. In so doing, 
one will, in general, encounter singularities in the 
region of auxiliary (~ or ~) variable integration, and 
one of the chief problems of the theory is to define 
these such that the SN(X) are real in the Euclidean 
region-it is here that ambiguity problems may 
arise. 4 However such sources of difficulty are not 
our concern in this paper; rather we shall be espe­
cially interested in the complexities which arise when 
one must deal5 with a whole multiplet of fields 4> as 
we do later on. Let us therefore pass over this par-
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ticular ambiguity problem by mentioning that pre­
scriptions, like taking Cauchy principal values, etc., 
can be devised for defining contours in the ~ and ~ 
planes to render SN real for all x ~ 0 (Le.,.6. finite). 
The passage to x ~ 0(.6. ~ (0) can be a second source 
of ambiguity as it has to do with the definition of dis­
tributions cpn(x) which enter whenever a power series 
expansion of V(cp) in powers of cP is made. 6 For re­
solving this difficulty, incidental though it is to the 
object of our exercise, we shall always interpret Sex) 
as a classical function whenever its Fourier trans­
form S(p) exists-otherwise Sex) requires renormal­
ization3 in the traditional way if its behavior in .6. as 
.6. -7 00 is polynomial. 

It is not necessary in practise to evaluate every 
S (x) because of the fortunate circumstance n1n 2 n::s o •• nN 

that differentiation with respect to .6. increases the 
number of external lines. Specifically, 

a Aa Sn
1n2n3 ••• n)x):= Snl+1n2+1n3 ... nN(x), etc., (7) 

""'12 
can be proved from representations (3) or (5). Thus 
it is sufficient to evaluate just the matrix elements 
S nO ... 0 (x), a considerable saving of labor. In fact 
most of our attention will be focussed on the second 
order functions S2(x1 - x 2) == Sn O(x1,x2) as these are 
the only elements one can readily calculate in terms 
of familiar functions. (Higher functions S 3, S 4, ••• , 

even for the simplest nonpolynomial interactions, 
bring in confluent hypergeometric functions of three 
or more variables whose properties are not well 
known.) 

The power of the transform method for arriving at 
compact representations of the Green's functions is 
best illustrated by working out SnO(x) for some 
typical interactions. 

[la] Polynomial and exponential: 

(8) 

where we take v integer and A > 0 for the present. 
Therefore, 'O(~) := liv(~ - A) and the auxiliary ~ inte­
grations are easily carried out to give 

S =(_I)n(.6.2)v(~n+veA~L;)1 • 
n 0 a~ ~=A 

(9) 

Thus for lJ = 0 or A = 0 we recover well-known 
results. Indeed the continuation to noninteger v may 
be regarded as a definition of the distribution cpv. 

[1 b] Rational: 

v( cp) := cP V (1 + A ep )- I' , (10) 

where we take A > 0 and lJ, /J. positive integers with 
1I > /J. at first. Thus 

1 ( a)I'-1 (a)V-1'+1 (e-~/A ~ 
'O(~) = r(/J.) \ aA \a~ \-A-e(~ + °V· 

One of the auxiliary ~ integrations is easily carried 
out to leave us with the matrix elements 

S := (-I)n
A
_n (~\1'-1(A2)1'-1 rOd~(A2~)n(.6.~)Ve-~, 

nO r(/J.) \aA2} 0 (1 - A2.6.~)1' 
(11) 

all of which can be expressed as derivatives of the 
basic function 

As this function has infinitely many sheets, we can 
define it on the principal sheet by taking the princi­
pal value of the ~ integral. 

[lc] Gaussian: 

V(ep) := (a~) Ve_ A2 ¢2/2. (12) 

In this case it is more appropriate to use the Gaus­
sian transform: 

(~) lJ e-A2 ¢2/2 := _1_ Joo dry. e-~2/2+~ A¢ '(A1] )v, 
aep /2iT -00 

S = ~ J d1]d1]'(A1])v+2n(A1]')lJe-~2/2-ij'2/2+~J)IA2L; 
2n 0 21T 

:= (~A2)n ~aallr (2n
nt[1- A41l2]-l/2-n, (13) 

whose real part must be taken. Thus beyond the 
branch points at .6. := ± l/A 2 we are obliged to define 
S:.!n 0 == 0 by averaging on each side of the cut. 

If we formally expand (8), (10), and (12) in powers of 
cP and use the fact that 

(epn,ep'n) :=n!lln, 

the power series in Il which follows, of course, agrees 
term by term with the expansions of (9), (11), and 
(13). Besides the obvious fact that the transform 
technique automatically sums these series, there is 
the advantage that it also interprets the series as an 
asymptotic one [e.g. in Eq. (11)] even when the series 
is formally divergent-the ambiguities4 of such sum­
mations are then reflected in the possible choice of 
auxiliary variable contours which avoid the singulari­
ties in the range of integration. However, although it 
would be fair to say that the results we have listed 
above can be obtained by other means without a great 
deal of difficulty, to our knowledge the results given 
in the next sections are not easily obtained in any 
other ways. 

3. SCALAR INTERACTIONS AND MULTIPLETS OF 
FIELDS 

Consider now the situation where one has an R­
dimensional multiplet of fields ep := CPa' a := 1, ... ,R, 
and an interaction V(¢) which is a scalar function of 
them. The N'th-order matrix elements will be des-
cribed by tensors Satb\ .... a2b2 ........ aNbN ... (XVX2' ••• ' 

x N ), where then; labels ai,b i , ••• refer to the field 
components entering at vertex Xi' The correspond­
ing generalization of (3) is 

SN(x):=exp(~~a: . .6.ija!.~n{a: a! 00) V(CPk)I¢=o' 
'J 't', 't'J) k ~ 't'ak 't'bk 

(14) 

and since (CPa' cp,) := liabll, the index of the exponential 

reduces to ~~ij .6. ij a2/aepaiaCPaj' The transform tech-
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nique is again indicated for alleviating the com­
plexities of "isospin." Generalize (4) and (4') to 

V(tf» = Jooo'O(~)e-""'dR~ 
and 00 

V(tf» = 1 V(~)e-it''''dR~ 
-00 

so that the Green's functions reduce to 

5N(X) = (- l)n A (J 00 dR~k~ a ~ b ... 'O(~) 
k= 1 \. 0 k k 'j 

(15) 

(15') 

or 
X exp (i~~i~j ~i~ (16) 

(- i)n fl1 (i:dR~k ~ak ~bk ••• V(~k~ exp(- i'{f~i~j~ij)' 
(16') 

Because V is a scalar, '0 = 'O( I ~ I ) and V = V (I ~ I ). 
To make further progress, break up 5 into scalar 
functions 5 (1): 

where the number I is related to the number of ex­
ternal lines and the way they are attached to the vert­
ices. Because of the supposed linear independence of 
the KI, it is possible to discover the 5(I) by taking I 
different traces over the tensor labels. After tracing, 
the integral representations (16) reduce to the final 
form 

3ml m2 
... mN = &1 (J dR ~k I ~k I mk 'O( I ~k Ivexp (n::; ~ ~j ~i1 

(18) 

and derivatives thereof with respect to the L':l.ij' The 
whole problem then boils down to the evaluation oj 
certain scalar integrals like (18). 

To illustrate, consider the third-order four-point 
function described tensorially by 5a b a a (X 1 ,x2 ,x3 )· 

It decomposes kinematically as I I 2 3 

and, from 5abab , 

RS<O) + R(R + 1)5(1) 

= k~l (JdR~k'O(I~kl~ exp( )~1'~3~1'~2 
a2 

= a~ o~ 3 000 , 
13 12 

which can be solved for 5(0) and 5(1) in terms of the 
3, etc. Thus, if we are interested in the second-order 
functions, the relevant integrals to be computed are of 
the type 

Smm, = JdR~dR~'I~1 m I~'I m'et,c;'L>'O(I~I)'O(I~'I),(20) 
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which can be done without too much trouble as they 
reduce to a triple integral (one angular, two radial) 

SmmJ ex: J d~d~' ~ "'+R-l~' mJ+R-l'O (~) '0 (~') 

x J de(sine)R-2e"'L>cos6. (21) 

If R is odd, the angular integrations leave us with 
exponential forms e'" L> and derivatives thereof, but if 
R is even, Bessel functions arise. We give examples 
below for R = 2 and 3 which demonstrate this ex­
plicitly. 

[2a] Two-dimensional multiplets tf> = (cj;l' cj;2): 

Take V(tf» = e-A</>, where cj; == (tf>2)1/2, and use Fourier 
transforms 

V(~) = -1-Ieit''''v(tf»d2~ 
41T2 

so that, for .\ > 0, 

V(~) = _1_ J cj;dcj;dee(HcoS6-A)</> = _.-!.-~ 1 • 
41T2 21T 0.\ (.\2 + ~2)1/2 

(22) 
The vacuum matrix element, the so-called "super­
propagator," is given by 

1 02 1 00 ~d~ ~'d~' 
Soo = 21T 0.\0.\' 0 (.\2 + ~2)1/2 (.\'2 + ~'2)1/2 

X fo'J[ e- g , L> cos6de. 

Let us take ~ pure imaginary so that angular inte­
gration gives 21TJO(i~~'~) that can again be integrated 
wrt ~' to leave us with the final form 

i 02 j,OOe-itAA'L> 
(e- A</> e-'" </>') - - --- d~ 

, - ~ o'\oX' 0 (1 + ~2)1/2 ' 

which is an inhomogeneous cylinder function. In fact, 
if we symmetrize in .\ and .\', 

(cosh'\cj;, cosh.\' cj;'> = 2~ o~~.\' Lo(.\.\'~) 
= 1 + 1TX~' ~ Lo(H' ~), (23) 

where the appropriate cylinder function7 is just the 
Struve function L: 

L (z) == 1_ (z) _ (iz)1I 100 sin(z~) d~.(24) 
II II 2rmr(v +~) 0 (1 + ~2)1/2-11 

LO(z) is an entire function of z as can be seen from 
the series development 

~ (.!.z)v+2m+l L (z) = u __ ---'-';2;...-'--____ _ 

v m={) r(m + %)r(v + m + ~) 
(24') 

and indeed an alternative derivation of (23) is to use 
the power series expansion of cosh.\cj;, 

(25) 

and to identify the resulting series in L':l. as a Struve 
function. 

[3a] Three-dimensional multiplets tf> = (cpl' CP2' CP3): 
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Let V(cjJ) = (1 + AcjJ)-l, where cjJ == (cp2)l/2. It is easy 
to check that for this case the Laplace transform is 

The vacuum expectation value will be given by8 

I 1 1) 
\1 + AcjJ '1 + A' cjJ' 

More complicated examples can be built up from (26); 
thus 

which incidentally shows that in three dimensions 

and can be compared with the two-dimensional 
result (25). 

(28) 

One may discover the generalizations of (25) and (28) 
to an arbitrary R dimensional multiplet using Fourier 
transform methods. When V(cjJ) = (cp2)n, 

V(~) = (- l)nr(n + ~R)/i2n(O 
2r(n + ~)(1T1/2~)R-l ' 

:. «cp2)n, (cp'2)n) 

= h[r(n + M)!r(n + ~)]2[A2n/r(M)r(M - ~)] 

x I d~ d~' de (sine)R-2e- W cose/i2n(~)/i2n(~') 

= r(n + ~R) r(n + 1)(2A)2n. (29) 
r(~R) 

Formula (24) is a useful one whenever series ex­
pansions in powers of Aij are made for their sub­
sequent transformation into Sommerfeld-Watson con­
tour integrals. It also shows the fundamental distinc­
tion between odd- and even-dimensional spaces in the 
series they engender. 

4. MATRIX INTERACTIONS 

We finally consider the problem when cp enters as a 
matrix in the interaction. Thus suppose V = V(<I» is a 
matrix function of <I> = L]~ol racjJa, where r are a 
specified set of m x m matrices with stated anticom­
mutation properties 

(30) 

We are interested in the S-matrix elements which will 
be N direct matrix products. The difficulty we now 
meet is that 

except for the trivial case when all the r commute. 
We have not been able to solve this problem in com-

plete generality except for the case when R = 2 or 3 
so that r refers to SU(2) matrices-which is good 
enough for treating SU(2) @ SU(2) chiral interactions 
such as e AY 5 T '''' or (1 + A'Y5T' CP)(l - A'Y5T' cp)-l. Let 
us then demonstrate the method by some examples. 

[2b] Suppose <I> is a symmetric Hermitian 2 x 2 
matrix so that <I> = a l cjJl + a3cjJ3' and take the case 
where 

V = e iA<!> = COSAcjJ + ia' if> sin'AcjJ 

= (1 - ~a. aacpJ COSAcjJ. (31) 

Now in general one can establish the lemma 

<a~a F(cp), a~b F(CP') = I dR~ dR~' ~a~bffmff(~')et·t'6 

=~/iabId~ d~' (~'~')et"'6ff(~)ff(~') 

(32) 

Therefore, we have 

(eiA<l> eiA<l>') = (1@1 __ 1_a @ a~)(cosA,j, cos AcjJ') 
, 2A2 aA ,/" 

= 1 @ 1 (1 - 1T~2A Lo(- A2A~ 
a 1TA2A 2 + (al @ al + a3 @ (3)--- --Lo(- A A), 

a(A 2A) 4 ) 
(33 

making use of the continuation of formula (23). The 
A -7 00 asymptotic expansion of the Struve function is 
provided by 10 (- A2A) and produces exponential terms 
e-A26 similarly to the one-dimensional case; thus 
there is an essential singularity when x -7 O. 

[3b] Let V = eiA<l> again, with <I> = alcjJl + a2cjJ2 + 
a3cjJ3' The steps are as before except that there are 
three dimensions, and in place of (23) we have 

a 
(COSAcjJ, COSAcjJ') = ~[A cOSh(A2A], (34) 

:. (eiA<l> eiA<l>') = [l@I-.!.a@a-o_l 
, 3 a(A 2A)J 

x [cosh()' 2A) + A2A sinh(A 2A)]. (35) 

[3c] Suppose that we take the alternative para­
metrization V(cjJ) = (1- iA<I> )/(1 + iA<I». By using the 
integral representation 

V(<I» = ~oo dT) e-ij[2e- i A<Pij-l] 

and formula (35), the superpropagator reduces to 

(V(<I», V(<I>') 

= ~oo d1)d1)'e-(ij+ij') (4(e- iTjA q" e-iWAq,,) _ 3.1 <:>9 1) 

= 1000 dT)dT)'e-(ij+ij')~ lSI 1(- 3 +4 aaA A COSh(A2AT)T)')) 

- jo @ CI (1 + a~ A) sinh(A2AT)T)'~ 
= 1 lSI 1 . ~ 1 00 A(1 + 3A 4A2~2) e-t; d~ 

aA 0 1 - A 4A2~2 
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4 (1 + ~ I\~ 1"" ,\2A~e-~ d!" -30"00" au.., 
A 0 1 _ ,\ 4A2~2 

and so on. 
The basic reason why we have been able to make 
good progress with the above computations is that 
SU(2) matrices r of degree j satisfy polynomial 
equations p. (roC[» = 0 so that expansions in powers 
of If> alwayl terminate in their tensorial complexity. 

Note Added in Proof: The cases of gravity and SU(3) have now been 
satisfactorily resolved by an entirely different technique. See "On 
Matrix Superpropagators I and II" by J. Ashmore R. Delbourgo, 
J. Math. Phys. (to be published). 
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A model of isotropically interacting v-dimensional classical spins with an infinite range potential of the mole­
cular field-type is solved. The partition function is represented as the integral of e - ~HN over an appropriate 
weight function, which, for given v, is the Pearson random walk probability distribution in v dimensions. A 
molecular field-type phase transition is obtained for all v. 

I. INTRODUCTION 

Stanley 1 has shown that the Hamiltonian 

H~v) = - J ~ Si·Sj' 
<lJ> 

(1) 

where Si = (Si (1), Si(2), ----, Si(v» are v-dimensional 
vectors of magnitude rv and [Si(a), Si(t3)]- = 0 (for 
v> 1 the magnitude of the spin is infinite); hence, for 
all v, the model describes classical spins, spans an 
infinite class of models ranging from the ISing model 
with v = 1, through the classical planar model (v = 2), 
the classical Heisenberg model (v = 3), and tending 
towards the Berlin-Kac spherical model as v ~ 00. 

Stanley's exact solutions have been confined to near­
est neighbor one-dimensional chains and hence do 
not exhibit a phase transition. It is therefore of some 
interest to study this model with an infinite range 
potential which will yield a phase transition. The 
simplest infinite range potential is obtained when 
every spin interacts equally with every other spin, 
that is a molecular field-type potential. 

We study the statistical mechanics of a system 
whose Hamiltonian is 

N 

H~v) = - (2J/N) E Si·Sj - 1l0B·E Si' (2) 
i5-i<j:5N i 4 
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where B is an external field and 110 is the magnetic 
moment associated with a single spin. Since 
IISili = IV, 

(3) 

(4) 

This Hamiltonian characterizes the totality of mole­
cular field potentials previously considered; for v = 1 
it is the Curie-Weiss Ising model. The work of the 
paper is arranged as follows: 

In Sec. II the partition function QN is evaluated by re­
ducing the summation over all the spins Si' i = 1, 2 
... , N, to integration over the sirrgle variable S = 
E~=lSi' In this way the partition function is expr~s.sed 
as a functional of a Pearson random walk probablhty 
distribution. This representation explicitly displays 
the connection between the molecular field-type phase 
transition and the underlying random walk. The 
distribution has a well-known integral representation 
and the multiple integral obtained for QN is evaluated by 
the method of steepest descents (generalized to such 
multidimensional integrals). The mechanism of the 
phase transition (in the case B = 0) is then the 
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A model of isotropically interacting v-dimensional classical spins with an infinite range potential of the mole­
cular field-type is solved. The partition function is represented as the integral of e - ~HN over an appropriate 
weight function, which, for given v, is the Pearson random walk probability distribution in v dimensions. A 
molecular field-type phase transition is obtained for all v. 

I. INTRODUCTION 

Stanley 1 has shown that the Hamiltonian 

H~v) = - J ~ Si·Sj' 
<lJ> 

(1) 

where Si = (Si (1), Si(2), ----, Si(v» are v-dimensional 
vectors of magnitude rv and [Si(a), Si(t3)]- = 0 (for 
v> 1 the magnitude of the spin is infinite); hence, for 
all v, the model describes classical spins, spans an 
infinite class of models ranging from the ISing model 
with v = 1, through the classical planar model (v = 2), 
the classical Heisenberg model (v = 3), and tending 
towards the Berlin-Kac spherical model as v ~ 00. 

Stanley's exact solutions have been confined to near­
est neighbor one-dimensional chains and hence do 
not exhibit a phase transition. It is therefore of some 
interest to study this model with an infinite range 
potential which will yield a phase transition. The 
simplest infinite range potential is obtained when 
every spin interacts equally with every other spin, 
that is a molecular field-type potential. 

We study the statistical mechanics of a system 
whose Hamiltonian is 

N 

H~v) = - (2J/N) E Si·Sj - 1l0B·E Si' (2) 
i5-i<j:5N i 4 
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where B is an external field and 110 is the magnetic 
moment associated with a single spin. Since 
IISili = IV, 

(3) 

(4) 

This Hamiltonian characterizes the totality of mole­
cular field potentials previously considered; for v = 1 
it is the Curie-Weiss Ising model. The work of the 
paper is arranged as follows: 

In Sec. II the partition function QN is evaluated by re­
ducing the summation over all the spins Si' i = 1, 2 
... , N, to integration over the sirrgle variable S = 
E~=lSi' In this way the partition function is expr~s.sed 
as a functional of a Pearson random walk probablhty 
distribution. This representation explicitly displays 
the connection between the molecular field-type phase 
transition and the underlying random walk. The 
distribution has a well-known integral representation 
and the multiple integral obtained for QN is evaluated by 
the method of steepest descents (generalized to such 
multidimensional integrals). The mechanism of the 
phase transition (in the case B = 0) is then the 
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"sticking" of the saddle point for T > Tc ' the critical 
temperature. 

In Sec. III expressions for tile thermodynamic functions 
of interest (magnetization, internal energy, specifiC 
heat for the case B = 0, and susceptibility for B ;:C 0) 
are developed along with expansions about T = 0 and 
T = T e• 

Section IV presents a discussion of these results. 

n. PARTmON FUNCTION 

The normalized partition function corresponding to 
the Hamiltonian (4) is 

Q (v)(K K) - z(v)(O 0)-1 x Z(v)(K K) (5) 
N l' 2 - N' N l' 2' 

where 

Z}:> (Kl>K 2) = e-
VKj J':' .. J exp[~1 (t 81 2 + K2 ' ~SiJ 

IIS'1i~ IV t
0 1 ,=1 

, X dS i ••• dS
N

, (6) 

where Kl = j3J and K2 = f3lJ.oB. Clearly, we have 

Z~II)(O, 0) = (f . dS)N 
IiSii c rv 

so that 

The integral is just the surface are of a v-ball of 
radius .J-;. The integrand in Eq. (5) is a function of 
S = Efol Si only and we can write 

where p~v)(S)dS is the probability that Efol Si E (S,S 
+ dS) given that Iisi II = -iV. Z $)(0,0) has been divid­
ed out as it is the measure of the sample space on 
which we define p~v)(S) [for example, for v = 1, 
Z~v~O, 0) = 2N

, the total number of walks of N steps]. 
P}j')(S) is the probability distribution for Pearson's 
walk,2 whose integral representation was first given, 
for v = 2 by Kluyver 3 and for v = 3 by Rayleigh. 4 
Now, because of the symmetrical nature of the walks, 

p;V)(S) = P;;~s) 

= ~ W(v)(s) 
as N ' 

wh~re W~lJ)(8) is the probability that IIE%ISili < S. 
p~v (8) is normalized by 

/: P~v)(8)dS = 1. 

The distribution W;v}(S) is given by Watson 5 and we 
find 

p(v~S) = rr(v/2)]N joc(lSf)V/2J (St)(J,/2-1([;,t»)N dt 
N 1f,J2sv-l 0 2 v/2-1 (!v'vt)uI2-1 

[r(v/2)]N "" (1 8 \ v/2 (S ) 
= rv 1fv/2Sv-1 Jo 2 rvUJ J ,,/2-1 .JvU 

(9) 

where J cx (z) is a Bessel function. 

For N» 1 it is easy to prove, using Watson's lemma, 
that 

(10) 

provided S/N!V < 1. Clearly Pi:')(S) = 0 if S > ..fiJN, 
the maximum extension of N walks each of length ..fV. 
The Gaussian form of the limiting distribution, Eq. 
(lO),is a general consequence of the Markovian na­
ture of the random walk problem. The polar integrals 
in Eq. (8) are performed using Eq. (A10) of Appendix 
A,and we find 

Q~v)(Kl,K2) = ~e-vKl JN~pi:')(s)eK1S2IN21T"/2SV-l 
-Nvv 

111/ 2- 1 (K 2S) 
x ---- dS (11) 

(!K2 S)V/2-1 ' 

where I cx(z) is a Bessel function of imaginary argu­
ment. By Eq. (9) 

(v)( K [r(v/2)]N e-vKl 
Q N K I • 2) = ..fV 

jN-IV eK1S2/Nlv/2-1 (K 2S) fl""(': ~ U\ v/2 

-N-/V (~K2S)v/2-1 L·o 2..fV 'J 

X Jv/ 2 - 1 (5v u) (~v~;::;~1r du JdS. (12) 

With the change of variable, S = ..fVNx, we have 6 

Qj;J(Kl> K2 ) = N[r(v/2)te- vK1 

Jl liNK x 2 IvI2-1("JvNK2x) [1"" vI2 x e 1 (~Nxu) 
-1 (~';;;NK2x)v/2-1 0 2 

X J lJ/2-I (Nxu) (~lJ/2-: (U»)N dul dx. 
(zu)v 2-1 J (13) 

The further reduction of this expression proceeds as 
follows. The integral can be recast into an easily 
manageable form if we substitute the integral repre­
sentations7 

(~z)O:1f/2 
Jcx(z) = __ 2 __ J eizsin ¢ cos2af/> d¢ 

rea + i)r(!) -IT/2 ' 

(~z)cx J1fI2 
Ia(z) = 2 e zsin ¢ cos2 cxf/> df/>. (14) rea + 1)rW -n12 

This gives 

Qi:') (Kl> K 2 ) = e-vKl [r(v/2)]N N/J 
2 1J - 11f[r(tv- t)]2 

1 oc IT 12 Tf 12 
X .[1 dx ~ du Lr/2 df/>l Lr/2 d¢2f(x, U, f/>1' f/(2) 

x e VNg (X,u'¢1'¢2), (15) 

where 

f(x ,U, ¢l' cfYz) = x v- 1u v- 1(coS¢1 cOScfYz)v-2, 

g(X,u'¢l'cfYz) =K1x 2 + (1/..fV)K 2x sin¢l 

+ (l/v)ixu sincfYz + (l/v) 

x log[JV/2_1(U)/(~u)v/2-1. (16) 
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For large N the major contribution to the multiple in­
tegral comes from around the saddle point of 
g(x,u, <Pl' ~). This saddle point is determined by 

il,p" ilg ilg ilj{ 
ilx = att = il<Pt = a¢;; = 0, 

(x = xs'u = us'<P1 = <PI ,<P2 = ~). (17) 
s s 

Explicitly, we have 

ilg 1. 1.. - = 2K1 x + ~ K2 sm<P1 + - xu sm~, 
ilx ~v v 
ilg 1.. 1 J V!2(u) 
-a = V lX sm¢2 - -J ( )' 

U v v/2-1 U 

og 1 (18) 
a<P

1 
= IV K 2 x cos¢v 

ilg 1. rh_ 
il¢2 = vlXU cos'f"z, 

If the trivial solution x s = 0 is excluded, the last two 
equations give COS¢i = 0, so that I sin¢i I = 1. With-

s s 

out loss of generality8 we may take sin<Pi ::;:: 1. The 
first two of Eqs. (18) then reduce to s 

2vKIX s + IVK z + ius = 0, 

ixs - JV/2(UJ/Ju/2-1(Us} = O. 
(19) 

Combination of these two equations yields the trans­
cendental equation satisfied by the saddle point x s , 
namely9 

whence 

Xs = I u/ z (2vK1xs + IVKz)]I I u / 2- 1 (2vKlxs + IVK z )] 

(20) 

(21) 

The method of steepest descents applied to Eq. (15) 
yields 

Q}:)(Kl>K2 ) '" e-vK1 [r(v/2)tcN,v (xs)e vNG(xs) , 

where 

G (x s> = g(x 5 , Us' ¢1 , ~ ) 
s s 

(22) 

z 1 ~lv/Z_l(2VKlXS+IVK2}) = - K IX + - log (23) 
s v [-H2vKlxs + IVK2)]v/Z-1 

and 
aG 
-,,- =0. 
uXs 

(24) 

Since COS¢i = 0, f(x s ,tt ., <PI ,~ ) = 0, so that ex-
s .:; S S 

plicit determination of CN ,., (x s) is difficult and in any 
event unnecessary since 10g[CN,u (x s}]/N --> 0, as N ~ 
co, . This follows because f (x s , us' <PI , <P2 ) is not of 
the order eN. S S 

m. THERMODYNAMICS 

The mean magnetic moment per particle of the sys­
tem,M,is given by 
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M_(!Lo t s) 
-N;li' 

and from Eq. (5) we have 

It is easily shown that 

M = IV !LoX )3, 

(25) 

(27) 

(28) 

where B is a vector of unit length parallel to B. Now 

2vKlxs + IVKz = (3(2vJx s + IV !LoB); (29) 

by comparison of Eqs. (20) and (28) it is clear that 
we can interpret 2Jxs as the "mean field" of Weiss. 10 
For B = 0, we have K2 = 0, and Eq. (20) reduces to 

(30) 

For K < ~, Eq. (30) has only the trivial solution x s = 
0, while for K > ~ there is a nonzero solution. Thus 
a spontaneous magnetization exists for T < T c = 
2J/k. 

For v = 1 and v = 3,from Eq. (20) we recover the 
well known molecular field equations 

Xs ::;::tanh(2K1x s +K2), 

XS = coth(6K 1xS + ,f3K2 ) - 1/6K1xs + f3K 2 • 

(31) 

(32) 

Equation (31) is the classical Weiss equation for the 
molecular field, while the right-hand side of Eq. (32) 
is a Langevin function of argument 6K IX +,f3 K 2' In 
Appendix C we show that for v ~ co (and B ::;:: 0) we 
recover the spherical model result [Appendix B,Eq. 
(BI2)] which gives the saddle point as 

2KX~ - (2K - l)xs ::;:: O. (33) 

The Helmholtz free energy per spin is given by 

- {3lj; = lim 10g(QN)/N 
N-+oo 

(34) 

and by Eq. (22) 

- (3lj;/v = (l/v) 10gr(v/2) + G(x s )' (35) 

In the case B == O,when T > Tc ' xs ::;:: 0 and- {3lj;::;:: O. 
On the other hand, for T < T c' - {3lj; ;£ O. Thus Tc is 
the critical temperature of the system. If we let U 
and C v denote the internal energy per particle and 
specific heat per particle, respectively, then 

Now 

d 2 d2 
U = - J dK (- (31/1), C v = kK dK2 (- (31/1). (36) 

d 0 0 d~ 
llK(-/31/1) = oK (-{31/1) + ax (-/31/1)dK 

o == - (-{3lj;) oK 

s 

(37) 
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since, for T < Te , (a/axs )(-{3tf;) = ac/axs = 0, while, 
for T> Te, dxs/dK = O. We find 

u 
- =-Jx2 
V s' 

C" dxs - = 2kKzx dK' v s 
(38) 

Clearly U = Cv = 0 for T> Te , again the usual feature 
characteristic of molecular field theories. 

For T ~ Te , xs ~ 0, and from Appendix D we find 

and 

xs ~ 1[(2 + v)/v](l - T/TJ, 

U/v ~ -J[(2 + v)/v](l- T/TJ 

---) 0, 

Cv / v ~ (k /2)(2 + v)/ v, as T ~ Te - O. 

(39) 

(40) 

(41) 

(42) 

For T ~ 0, K» 1 and from Appendix D we find, for 
v = 1, 

xs ~ 1 - 2e-4K , (43) 

U ~ - J(l - 4e- 4K ) (44) 

~-J, (45) 
and 

C" ~O, as T ~ 0 +, (46) 

while, for v > 1, 

xs ~ 1 - Wv - l}/v]T/T.:, (47) 

U/v ~ -J(1-(v-1)/v]T/Te ) (48) 

~-J, (49) 
and 

C,,/v -~ (k/2)(v - l)/v, as T ~ 0 +. (50) 

These tend to the correct spherical model results 
(Appendix B) in the limit v ~ 00. In Fig. 1 the normali­
zed specific heat, Cjvk is plotted as a function of 
temperature T, for 'various spin dimensionalities. 

The susceptibility X is given by 

(51) 

1.5 

1.0 

O.5,f--------=------=-~:,...<=----__{ 

o 1.0 .kI. 2.0 
J 

FIG 1. Sketch of the normalized specific heat cuI vk as a function of 
temperature T for various spin dimensionalities. 

For T > Te and with a weak external field B, XS ~ 0 
and we use the small argument expansion (Appendix 
D, Eq. (D2)] to find 

_.!. 2vKlxs + ..J;Kz [ (2vKlxs + /-;;Kz)Z ] 
Xs - 2 v/2 1 - (v/2)(v/2 _ 1) + ... 

so that 

Xs ~ 2K IXs + Kz/vv, 
and we find 

(52) 

(53) 

(54) 

where Te is the critical temperature for zero external 
field, that is, Tc = 2J/k. Then, byEqs. (28) and (51), 

(55) 

and for every spin dimensionality the model obeys the 
Curie-Weiss law. 

IV. DISCUSSION 

For a given value of v the Curie-Weiss model is 
characterized by a Pearson walk in v dimensions. 
This walk has a probability distribution PJv)(S} which 
for v = 1 is discrete, while for v > 1 is a nonregular 
function of S for I S I < VV N. The Curie - Weiss 
spherical model is characterized by a random walk 
which has a probability distribution PN(S) regular for 
lsi <N. 
The Curie-Weiss Ising model (v = 1) is qualitatively 
different from all the models with v > 1. This is 
because for all v > 1 the implicit absolute value of 
the spin is infinite. 

A general feature of all mean field models is the zero 
specific heat for T> Tc (in the case B = 0). This 
"insensitiveness" of the specific heat to the dimen­
sionality of the spin is a general consequence of the 
Gaussian form (Eq. (10)1 of the limiting probability 
distribution. This, in turn, is due to the Markovian 
nature of the random walk problem. An additional 
observation consequent on this is the following. Any 
random walk with finite correlations is still asympto­
tically Gaussian.ll It seems clear that any modifica­
tion of the Hamiltonian which generates by perturba­
tion theory a modified walk with finite correlations 
will lead to a partition function with the same struc­
ture as the unperturbed case (for example, a jump 
discontinuity in the specific heat). 

The relationship between the partition function and a 
particular kind of random walk, namely the Pearson 
walk, is explicitly displayed in this problem. Recently, 
in a series of papers, Domb l 1.12 has noted the close 
relationship between dominant terms in the coeffici­
ents in high temperature series expansions for the 
spin-~ Ising model, classical planar model and classi­
cal Heisenberg model and the geometrical properties 
of self-avoiding walks on the given lattice. It may 
then prove instructive to study the form of Eq. (11) 
for the partition function, where PN(S) now represents 
the distribution for a random walk other than the 
Pearson walk. The only self-avoiding walk problem 
that has been exactly solved is the so-called "Man­
hattan walk" of Kasteleyn l3 and we can take PN(S) 
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for this walk and then evaluate QN' In this case, the 
presence of infinite range correlations between the 
walks means that the problem is no longer Markovian, 
and so the limiting distribution is no longer Gaussian 
and we expect qualitatively different thermodynamic 
behavior for this model. Alternatively we can take 
PN(S) for a walk on a defective lattice and investigate 
how defects alter the nature of the phase transition. 
Clearly, however, the Hamiltonian corresponding to 
the partition function represented by the integral in 
Eq. (11) must be discerned if we are to attach physical 
significance to such studies. 
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APPENDIX A: POLAR INTEGRATIONS IN v-DIMEN­
SIONS 

We want to integrate over the angular coordinates 
in the integral 

I = Joc f (S)dS, (AI) 
-cc 

where S = (S l' S 2' ... , Sv) is a v-vector. To do this, 
we write 

I = Jocds(J f(S)dS) 
o S=ilSII 

(A2) 

and note that 

J f(S)dS == r 5(S - IISII)f(S)dS 
S=IISII -"" 

(A3) 

= 2S Joc 5(S2 - IISI12) f (S)dS. (A4) 
-oc 

Now we introduce the delta function integral repre­
sentation, 

I JiOO 5(x) = -2' . ezxdz, 
1Tt - $00 

(A5) 

and find on interchanging orders of integration 

J I J<+i
OO 

2 (JOO J ( ) f(S)dS = 2S~ . e ZS 
• f S 1••• "Sv 

So118 II L,TTl (-'oe -00 

-z(Si+'''+s~) ) x e dS 1 ... dSu , (A6) 

where € > 0 is chosen so that the line Rez = € is to 
the right of all singularities of the integrand. 
In the paper we have to evaluate (AI) with f(S) 
= g(s)eK' S. The inner integrals in Eq. (A6) are then 
easily performed and we find 

(A9) 

Finally, 

JO<' eK.Sg(S)dS = 211v/2 t"sv-lg(S/U/2-1(KS) dS. (AIO) 
-00 0 (~Ks)v/2-1 
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APPENDIX B: THE SPHERICAL MODEL WITH 
MEAN FIELD 

The Curie-Weiss spherical model has the Hamiltonian 

(Bl) 

where the Si are constrained by :0~=1 Sf = N, so that 
Eq. (BI) can be written 

(B2) 

The partition function is given by 

QN(K1,K2) = z;/e-K1!'::J exp~l(~Si) 2 + K2~SiJ 
Z:;S2=N 
i=l ' X ~ ••• dSN, (B3) 

where 

ZN = 2rrN/ 2N(N-1)/2/r(N/2) (B4) 

is the surface area of the v-ball. This partition 
function has been evaluated by Baker14 and by 
Thompson and Lieb15 but we re-evaluate it here by 
explicitly displaying the random walk underlying(B3). 
Since the integrand is a function of S = Ef=lSi only, 

QN(K1, K
2

) = e -K1 !:PN(S)e(K/N)S2+K2SdS, (B5) 

where PN(S)dS)s the probability that Ef=lSi E (S, S + 
+ dS) given E i =lSj2 = N. Clearly 

PN(S) = f. .. J dS1 .. · dS N' (B6) 
N N 
Z:;Si=S 'ESl=N 

i=1 i=l 

If we make an orthogonal change of variables to Y 1> 

Y2 ••••• YN with 
N 

Y1 = N-1/2 ESt. 
t=l 

we find very Simply that 

r (N/2) (, [S]2)(N-3)!2 
PN(S) = N.fiir «N - 1 )/2) ,I - Iv for 151 < N, 

= 0, for I S I > N, 

(B7) 

provided N ;;. 3. We can easily show that 

PN(S) ~ (1j,j2TTN)e- S2 / 2N, as N~ co, (B8) 

provided I S I < N. We find 

Q (K K) ~ e-K1 r(N/2) J1e NG (X)dx (B9) 
N 1> 2 ..fiTr«N _ 1)/2} -1 • 

G(X) ::::; ~ log(l- x2) + K1X2 + K2x. 

(B9) is easily evaluated by the method of steepest 
descents: 

QN(K1 , K2 ) ~ e -K I [r(N /2)/..fiTr«N - l)/2}]e NG
(xs), 

(BlO) 
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where x s satisfies the cubic equation 

(Bll) 

which reduces to x. = 0, or x s = ,11 - Kc/K, the same 
as Eq. (B12) in the Appendix B. Finally, substituting 
,11- KjK for Xs in Eq. (C8},we find 

For B = 0, K2 = ° and we obtain the simpler equation - f31/1/11 ~ - t 10g(K/Ke) + (K - Ke), K> Ke, 

2KX~ - (2K - l)xs = ° (BI2) 

so that 

Xs = 0, or Xs = ,11- Ke/K = ,11- T/Te, 

where Ke = t, Te = 2J/k. Since Xs = «B~lSi )/N) the 
magnetization per spin is given by 

(BI3) 

For B = 0, the thermodynamic functions are easily 
evaluated and we find 

- f31/1 = - t 10g(K/KJ + (K - KJ, K > Ke, 

= 0, K< Kc ' 

U=-J(I-K/Kc)' K>Kc' 

= 0, 

Cv = k/2, 

= 0, (BI4) 

For T > Tc and B ~ 0, Xs ~ ° and from Eq. (Bll) 
we have 

so that 

and the susceptibility X is given by 

(B15) 

where Tc is the critical temperature in zero field. 
Thus the Curie-Weiss spherical model also obeys the 
Curie-Weiss law. 

APPENDIX C: THE LIMIT II ~ co(B = 0) 

By Eq. (35) 

- {31/1/11 = (1/1I) logr(II/2} + C(xs )' 

where 

(C1) 

C(xs} = - Kx; + (1/1I) log[lU/2-1 (2 IIKxs}/(IIKx.}u/2-1 ]. 

(C2) 

Then using Stirling's approximation and the asymp­
totic expansion of the Bessel function of large order 
and large argument, 16 we find 

- {3 '/'/11 ~ - Kx2 - .! + .! log2 + -~(h + 16K2x2 
'+' s 2 2 2 s 

-log(1 + ,11 + 16K2x;)}, as II~ co. (C3) 

Xs is given by ac/ax. = (a/ox.)(- f3tJ;/II} = 0, and we 
find from Eq. (C3) 

x. ~ 4Kxs/1 + ,11 + 16K2x~, as II ----) co, (C4) 

~ 0, K < Kc ' (C5) 

which is - f31/1 for the Curie-Weiss spherical model 
[Eq. (B14)]. This completes the proof that, for B = 0, 
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APPENDIX D: EXPANSIONS ABOUT T = ° AND 
T = Tc 

The transcendental equation satisfied by Xs for B = ° 
is 

(Dl) 

For T ~ Te , Xs "'" ° and we use the Bessel function 
expansion for small argument 

(D2) 

so that 

la(z) [(tz}a/a !][1 + (tz)2/(1 + a) + ... ] 
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x [1- (tz}2/a + ... ] 
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For T ~ 0, K» 1 and we use the Bessel function 
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L(U) _ (11- 2)2 - (2n - 1)2 L(u) 
n - 8n n-1, 
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and so Eq. (D1) around T = 0 reduces to 

Xs ~ 1 - 2e-4Kxs 

~ 1- 2e-4K 

since Xs ~ 1 for T ~O. 

For 1/ > 1 we find 
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The observables which can be determined through their states of exact measurement are characterized and 
a criterion for the set of states in which two observables are both measured exactly is established so that the 
two observables will be compatihle. 

INTRODUCTION 

An interesting and, one might perhaps venture to say, 
important problem concerning observables is the 
following: How many measurements are required to 
determine a given observable u, and of what kind? 
The term "measurement" is taken here in a rather 
weak sense; we simply mean a process of obtaining 
the expectation value of u in some state rn. In a 
strong sense a measurement could be considered as 
a process of determining the probability distribution 
P m,u of u in the state rn. In this latter sense it is 
well known that if we measure u in every state, then 
U is completely known. The problem of determining 
u through" weak measurements" has not been solved 
yet; Gudder 1 has obtained partial results of impor­
tance, which we discuss in Sec. 2. There are, however, 
certain states for which" weak" and "strong" mea­
surements cannot be distinguished-those in which u 
is measured exactly-because, then, the probability 
distribution P m,u is just the Dirac measure at the 
expectation value of the observable. Naturally one 
is immediately confronted with the difficulty that no 
such state may exist for a particular u, so that cer­
tain restrictions on u are in order. These, and how 
to decide on the validity of the required conditions, 
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are the content of the first part of the present paper 
(Theorems 1 and 2). 

In the second part the question of simultaneous mea­
surements is studied in the same spirit. Physically, 
two observables u, v are simultaneously measurable 
if somehow their values can be obtained through a 
single measurement in so many states that no other 
measurements are required. This seems to suggest 
that the two observables u, v are so closely related 
to a third one, say w, that it suffices to measure w in 
order to obtain the values of u, v. In the current 
abstract mathematical model we shall be studying, 
the formulation is very different, but equivalent 
logically to the above result, i.e., that u, v are simul­
taneously measurable iff they are functions of some 
w. This is done, however, without reference to mea­
surements. It is this connection to measurements 
which we study in the second part (Theorems 3 and 4). 

1. PRELIMINARIES 
The set .c of all events is assumed to have the follow­
ing structure: 
(i) A partial order ~ ; there exist 0,1 EO .c with 
o ~ A ~ 1 for all A EO £. 

(ii) A complementation '; we have (A ')' = A for all 
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A,A ~ B iff B' ~ A', 0' = I and I' = O. With /\, v 
denoting infimum and supremum with respect to 
~,we also have A /\A' = 0, A v A'=I. 

We shall say that A, B are disjoint (write A -L B) iff 
A ~ B' or equivalently B ;; A'. 

(iii) An operation ~; any sequence of pairwise dis­
joint events Ai E: oC has a supremum ~ Ai (Al + A2 
+ ... + An for a finite sequence). 

(iv) Orthomodularity; if A ~ B, then B = A + (B /\ A'), 
and we shall write B - A for B /\ A' . 

(v) Separability; any set of nonzero disjoint events is 
at most countable. 

Two events A, B are said to commute if A = Al + C, 
B = Bl + C, where Al -L B l · 

A state is a map m: oC ~ interval [0, 1] such that for 
any pairwise disjoint A i E: oC we have m (~A i) = 
~m (Ai)' Write ~ for the set of all states. 

For most of our arguments we shall need the follow­
ing property of oC which we therefore assume: 

(JPZ) oC is a lattice, and, if mA = mB = 1, then 
m(A /\ B) = 1 also. 

Finally we assume that enough states exist. 

(vi) For each A ;£ 0 there exists a state m such that 
m(A) = 1. 
An observable is a a-homomorphism of the Borel 
sets on the line R into oC, Le., a map E ~ u(E) such 
that u(cp) = 0, u(R) = I, u(E) ~ u(F) for E ~ F and 
u (U E i) = ~ u (E j) provided that the E i are pairwise 
disjoint. The range of an observable is always a 
Boolean a-algebra with respect to the operations in 
oC. For any Borel function f the observable feu) is 
the map E ~ uU-lE). The spectrum a(u) is the in­
tersection of all closed E such that u(R - E) = 0; the 
point spectrum a p(u) is the set of all A E: R such that 
U({A}) ;£ O. The observable U is bounded iff a(u) is 
compact. The event A will be identified to the 
observable 

if 1 E: E, 0 'i E 
ifOE:E,1'iE 
if 0 E E, 1 E: E . 
if 0 'i E, 1 'i E 

An observable is discrete if its range is an atomic 
Boolean algebra; note that the atoms of the range 
need not be atoms of oC. 

Two observables u, v are compatible iff for any Borel 
sets E, F the events u(E), v (F) commute. 

For any m E: ;)11, the measure P m.u : E ~ m (u(E» is 
the probability distribution of u in the state m; it is 
always supported by a(u). The integral m (u) = 
JR AdPm•u (A) (whenever it exists) is the expectation of 
u in the state m. It is known that m (u) exists for all 
states m iff u is bounded. 2 The dispersion of u in the 
state m is of course m (u2 ) - [m (u)]2, and u is 
measured exactly in m iff its dispersion is zero, 
which happens iff Pm .u is supported by a single point. 

For the purposes of the present paper the term sub­
system will mean a subset of oC closed under the 
operations ',/\, V and ~ . 

We shall make use of certain well-known facts which 
we summarize in the following proposition: 

PropOSition: The points A of a p(u) and the atoms 
A of the range of u are in a one-to-one correspon­
dence given by A = U({A}). For m E:;)11, A = m (u), 
and A = U({A}) we have that u is measured exactly in 
m iff A is an atom of the range of u and meA) = 1. 

2. EXACT MEASUREMENTS 

It is convenient to have the terminology introduced 
by the following definition: 

Definition: The maximal observation of an obser­
vable u is the pair consisting of the set ;)11u of all 
states in which u is measured exactly and the map 
m ~ m (u) from ;)11u to the reals. 

Theorem 1: An observable is completely deter­
mined by its maximal observation iff it is discrete. 
More precisely: if u is discrete, then the range <B of 
u consists of all events which are measured exactly 
in each state in ;)11u and u(E) = sup {B E ffi I m (B) = 1 
for some m E:;)11u for which m (u) E: E}. On the other 
hand, if u is not discrete, there exists a v ;£ u such 
that u and v have the same maximal observation. 

Proof: Let <B be the range of u and write 
I = B a + Be' where B a is the union of all atoms in <B 
[which are countably many by (v)] and Be = B~; note 
that Ba = u(a p (u». To each atom B i of <B there cor­
responds a unique Ai E: ap(u) such that B j = U({AJ) 
and we have that m E: ;)11u iff m (B j) = 1 for some i; 
in such a case m(u) = Ai' 

Now let v = ~Ai B;, Le., let v (E) = ~{Bi I Ai E: E} 
for each Borel set E; it is clear that v = f(u) , where 
f(A) = AXS(A), S being the point spectrum a p(u). Let 
a be any nonzero number and consider the observable 
W = v + a(u - v) = g(u), where g(A) = A[Xs(A) + a 
XT(A)], T = R - S. Setting (1/a)E = {x I ax E: E}, we 
see that 

g-lE 

_1[ap(u)nE]u[(1/a)E-ap(u)] ifO'iE 
-I [ap(u) n E] U [(1/a)E - ap(u)] U [R - a(u)] if 0 E: E 

so that w(E) = u(g-l(E» = [Ba n E] U [Be n u«1/a)E)]. 
To find the atoms in the range of w, we consider the 
case E = {Ao};then (1/a)E = {(1/a)A o}, so u«l/a)E) = 
o unless (1/a)A o E: ap(u);but in this case u«1/a)E) ~ 
Ba and thus W({A o}) = Ban U({A O})' Therefore, 
W({A O}) ;£ Oiffu({A o}) ;£ 0, and are in all cases equal. 
This implies that ~w = ;)11u, and, as for any m in this 
set we have m (u) = m (v) = A i for some i, we obtain 
the same maximal observation for u and w. However, 
for Be ;£ 0 we have W ;£ u, because otherwise we 
would have a(m (u) - m (v) = 0 for all m, which would 
imply a = 0 contrary to the hypothesis. So we have 
established that if u is uniquely determined by its 
maximal observation, it has to be discrete. 

We now assume that <B is atomic, Le., u = ~AiBi' 
We shall show that <B consists of those events which 
are measured exactly in each of the states of;)11u' To 
this end we first note that if 0 < B < Bi for some i, 
then there is a state m E: ;m:u in which B is not mea­
sured exactly Let C = B j - B "" 0 and consider [by 
(vO] states m l' m 2 in which B. C have value 1, respec­
tively. Let m= t(rnl + m2);then m(B) = t since 
m2 (B) = O,butm(B j ) = 1 sinceml(Bd =m2 (B i ) = 1, 
Le., m E:;)11u' 
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Consider an even B measured exactly in each state 
m E ~u. Suppose m(B) = 1; if m(B;) = 1 too, then by 
(JPZ) we have m(B 1\ Bi ) = 1, while if m(Bi ) = 0 we 
have m(B 1\ B i ) = O. IT m(B) = 0, we also have 
m(B 1\ B i ) = O. Thus B 1\ B i is measured exactly in 
each state of ~u' and by our previous remark we 
have that either B 1\ Bi = 0 or B 1\ Bi = Bi ; this last 
will occur iff for some state m E ~u we have m (B) == 
m(Bi ) = 1. Thus we see that B ~ Bi for all those i 
for which some state m E ~u exists such that 
m(B) = m(B;) = 1. Now, if Bj is such that for no state 
m E ~u we have m(Bj ) = m(B) = 1, there must exist 
a state m E ~u with m(B) = 1, m(B) = 0; then 
m(B') = 1, and we obtain B. ~ B'. So the atoms of ill 
fall in two classes: those -l B and those ~ B', which 
implies at once that B is a union of atoms of ill and 
thus B E ill. 

So we have established that ~u determines ill and 
hence its atoms B i; since II. i = m(u) for those m E ~u 
for which m(Bi ) = 1, we have u(E) = 6{Bi IlI. i E E} = 
sup{B E. ill 1 m(B) = 1 for some m E ~u for which 
m(u) E E}. 

Theorem 2: The set of states in which u is mea­
sured exactly determines whether or not u is dis­
crete. 

Proof: Consider the set of events which are mea­
sured exactly in every state m E ~u. For each 
m E ~u we consider the set £m = {A E oC 1 m{A.) = 1}; 
clearly oCm -;r. 0 since Am = u({m(u)}) E oCm' Given any 
A E oCm' we repeat the argument in the proof of Theorem 
1 to obtain A ~ Am' Le., that Am is the smallest ele­
ment of oCm and hence determined by ~u. On the 
other hand, every atom of the range of u has the 
form Am for suitable m; thus u will be discrete iff 
the union of all distinct Am is I. 

Corollary: IT m(u) = m(v) and m(u2 ) = m(v2 ) when­
ever one side of each equation is defined, and, if u or 
v is discrete, then u = v. 

Remarks: As we have already mentioned, Gudder 
has shown that in a quite full logic, if we have 
m(u) = m(v) for all m E~, then u = v provided that 
u or v is bounded and has countable spectrum. We 
first note that this last requirement on u is more 
than what his argument requires: in fact the theorem 
holds for discrete observables, for which the spec­
trum can include a whole interval since it is the clo­
sure of the point spectrum [Lemma (3,1) of Ref. 11. 
The main theorem which implies the above is Theo­
rem 4.5 in Ref. 1, which does not require a countable 
spectrum: If u, v are bounded, m(u) = m(v) for all 
m E~, and II. = supa(u), Jl = supa(v) , then II. = Jl and 
u({II.}) = v({Il}). From this Gudder easily obtains 
u({A}) = v({AJ) for all A E R. But this implies that u, 
v have the same point spectrum S and that the atoms 
in their respective ranges are the same events. Thus 
u will be discrete iff v is, and in such a case we have 
u(E) = 6{U({II.}) 1 A E S n E} = 6{v({II.}) 1 A E S n E} = 
veE) for all E, Le., U = v. 

So we have a stronger form of the corollary valid: 
For u bounded and discrete the map m --7 m(u) deter­
mines u completely without knowledge of m(u2 ). 

There seems, however, no way of deciding which are 
the states in which we can measure u exactly, although 
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they are determined. So there seems no way of de­
ducing Gudder's theorem from Theorems 1,2. Vice 
versa, too; knowledge of a maximal observation does 
not appear to allow us to determine the map m --7 m(u) 
on ~, and thereby let us deduce theorem 1 from the 
result of Gudder. 

Finally let us note that the corollary is in one res­
pect more general than Gudder's theorem in that it 
does not restrict the observables to be bounded; this 
appears to be an essential restriction for the proof 
of Theorem 4.5 in Ref. 1, so that no relaxation of 
m(u2 ) = m(v 2 ) seems apparent. 

3. EXACT SIMULTANEOUS MEASUREMENTS 

The proof of the next theorem is essentially contained 
in Theorem 1, but we wish to state it separately be­
cause of its physical content. 

Theorem 3: Let u be a discrete observable; then 
v is a function of u iff v is measured exactly in each 
state in which u is. 

Proof: If v = feu), then m(v) = JRf(lI.)dP",.u(lI.) so 
that the desired conclusion is immediate. So assume 
now that v is measured exactly in each m E ~u' so 
that the same holds for each v(E) in its range. Then 
by the argument in the proof of Theorem 1 we have 
veE) in the range of u. But in general z is a function 
of w iff the range of z is contained in the range of w 
(see, e.g., Ref. 3); thus v is a function of u. 

We shall now establish a criterion for compatibility 
of two observables based on the supply of states in 
which both are measured exactly. It is perhaps in­
teresting to note the similarity this condition bears 
to the corresponding condition in the totally different 
axiomatic scheme introduced by Segal. 4 

Definition: Let u, v be observables with ranges ill 
and 8, respectively; the subsystem generated by u, v 
is the smallest subsystem oc (u, v) containing ill U e. 

Theorem 4: Let u, v be observables and 
~o = ~u n ~v· IT u, v are discrete and compatible, 
then ~o separate the elements of oC(u, v). in the 
sense that if A, B E £ (u, v) and A -;r. B, then m{A.) -;r. 

m(B) for some m E ~o. Conversely, if ~o separates 
OC(u, v), then u and v are compatible. 

Proof: Assume u, v discrete and compatible; then 
oC(u, v) is the Boolean a-algebra having as atoms all 
nonzero Bi 1\ C j • where {BJ and {C j } are the atoms of 
ill and e, respectively. To see this, consider the set 
:.l) of all nonzero Di · = Bi 1\ C j' which are necessarily 
in oC(u, v) and note ihat they are pairwise disjoint; 
further we have 6i,jDij = I since 6Bj = 6C. = I and 
the distributive laws hold by compatibility ot u, v (see 
Ref. 3). For the same reason the set of all possible 
suprema of subsets of :.l) forms a Boolean a-algebra 
contained in oC(u, v), and hence has to coincide with 
oC(u, v); clearly then the Dij are the atoms of £(u, v). 
By (JP Z) we see that the states in which all elements 
of oC(u, v) are measured exactly form ~o; on the other 
hand, property (vi) guarantees that these states sepa­
rate the elements of £(u, v). 

Conversely now, suppose that ~o sevarates the ele­
ments of £(u, v), and consider £0 = tA E £ I m(A) = 0 
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or 1 for each m E ~o} 2 <B U e;,. Trivially £0 is 
closed under complements, disjoint unions and by 
(JPZ) it is also closed under the lattice operations; 
thus £0 2 £(u,v) so that all elements of £(u,v) are 
measured exactly in each state of ~o' The rest fol­
lows from the next theorem which is of interest in 
itself. 

Theorem 5: A subsystem £ 1 of £ such that, for 
some set ~o of states, the following two conditions 
hold, is a Boolean a-algebra: 
(i) Every A E £ 1 is measured exactly in each state 
of~o; 

(ii) the states in ~o separate the elements of £ l' 

Proof: Let h(A) = {m E ~o I m(A) = 1} for 
A E £1' Clearly A ~ B implies h(A) ~ h(B) and 

1 S. P. Gudder. Pacific J. Math. 19. 81 (1966). 
1'>. P. Gudder, Trans. Amer. Math. Soc. 119, 428 (1965). 

3 A.Ramsey,J.Math.Mech.15,227 (1966). 

h(A') = ~ - h(A) (set difference). Also h(A /\ B) = 
{m E ~olm(A /\ B) = 1} ~ {m E ~olm(A) = 1 and 
m(B) = 1} = h(A) n h(B);by (JPZ) the reverse also 
holds: m E h(A) n h(B) implies m(A) = m(B) = 1; 
hence m(A /\ B) = 1, Le., m E h(A /\ B). So we have 
h(A /\ B) = h(A) n h(B). Now let h(A) ~ h(B), or 
h(A) = h(A) n h(B), Le., h(A) = h(A /\ B); then 
m(A) = m(A /\ B) for all m E ~o since the values of 
any m on any C in £1 are 0 or 1, and, as ~o separates 
the elements of £1' we have A = A /\ B, i.e.,A ~ B. 

We therefore have that h is one-to-one. Since h also 
preserves pairwise disjoint unions and for A ~ B we 
have h(A - B) = h(A) - h(B) (set difference), we see 
that the range of h is a Boolean a-algebra of subsets 
of ~o' But h is one-to-one and preserves all rele­
vant operations; hence £1 is also a Boolean a-algebra. 

4 I. E. Segal, A Mathematical Approach to Elementary Particles 
and Their Fields (University of Chicago Lecture Notes, 1955). 
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It is proved that the local Hamiltonians constructed for the two-dimensional Yukawa model by Glimm and Jaffe 
have the same continuous spectrum as the free Hamiltonian. The proof depends on the construction of asympto­
tic creation and annihilation operators. 

1. INTRODUCTION 

The spatially cutoff Hamiltonian in the two-dimen­
sional Yukawa model is given formally by the expres­
sion 

H(g) = Ho + A j:1fi (x)1/I (x): </J(x)g(x)dx 

- ~6m2 j:</J(x)2:g(x)2dx - E(g), (1) 

where g E CO' is assumed equal to one on a large set 
and 6m2 and E(g) are the infinite renormalization 
constants. Glimm and Jaffe have proved that H(g) can 
be defined as a positive self-adjoint operator, 1 and 
that it gives rise to locally correct dynamics. 2 They 
have also proved that H(g) has a vacuum state Q(g) 
(known to be unique for small values of A), and that in 
the spectral interval [0, min{mb , ml}) the spectrum is 
pure discrete with finite multipliCIty.! Here mb and 
mj are the bare boson mass and bare fermion mass, 
respectively. In this paper, we use estimates develop­
ed elsewhere 3 to show that H(g) has the same con­
tinuous spectrum as Ho' i,e., that [min{mb , mj},oo) C 

spectrum H(g). 

Such a spectrum has the following interpretation pro­
posed by Glimm and Jaffe in connection with the P(</J)2 
model. 4 The states associated with the continuum are 
those which at large times (in the Schri:idinger picture) 
represent free particles not in the region of inter­
action. The discrete spectrum corresponds to states 
bound into the region of interaction (suppg), with re­
duced mass because of the interaction. One expects 
that in the infinite volume limit g -) 1, the density of 
bound states becomes infinite giving rise to a new 
continuum beginning at one of the physical masses. 

We remark that the mathematical problem of con­
structing the theory in the infinite volume limit is 
quite difficult and involves a change of Hilbert spaces. 
The present results should be regarded as one step 
toward the eventual study of the spectrum of a physi­
cal Hamiltonian with no cutoffs. 

The method we use to obtain the continuum involves 
the construction of asymptotic creation and annihila­
tion operators. We prove the existence of strong 
limits of the form 

f31u) = lim e-iH(g)te iHot b!U)e-iHoteiH{ g)t, (2) 
t- co 

where b~U) = j b7(k)f(k)dk, f E L2, is one of the stan­
dard creation or annihilation operators for hosons 
(E = 0), fermions (E = + 1), or antifermions (E = - 1). 
Then by applying the asymptotic creation operators 
f3 :U) to the vacuum, we build asymptotic states on 
which H(g) acts like a free Hamiltonian. The first de­
tailed application of this method was given by Kato 
and MugibayashL5 H(ilegh-Krohn developed and re­
fined the technique and gave a series of extensions to 
more and more singular interactions, including the 
local P(</J)2 Hamiltonian.6 - 8 The (</J4)2 Hamiltonian 
was also studied independently by Kato and Mugibay­
ashi,9 The present paper marks the first application 
to interactions with infinite renormalizations. 

The Hamiltonian H(g) is constructed in Ref. 1 as the 
limit of positive self-adjoint Hamiltonians 

(3) 

where H1,g,K is an approximation to 

J. Math. Phys., Vol. 13, No.4, April 1972 
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bound states becomes infinite giving rise to a new 
continuum beginning at one of the physical masses. 

We remark that the mathematical problem of con­
structing the theory in the infinite volume limit is 
quite difficult and involves a change of Hilbert spaces. 
The present results should be regarded as one step 
toward the eventual study of the spectrum of a physi­
cal Hamiltonian with no cutoffs. 

The method we use to obtain the continuum involves 
the construction of asymptotic creation and annihila­
tion operators. We prove the existence of strong 
limits of the form 

f31u) = lim e-iH(g)te iHot b!U)e-iHoteiH{ g)t, (2) 
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where b~U) = j b7(k)f(k)dk, f E L2, is one of the stan­
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(E = 0), fermions (E = + 1), or antifermions (E = - 1). 
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which H(g) acts like a free Hamiltonian. The first de­
tailed application of this method was given by Kato 
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more and more singular interactions, including the 
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was also studied independently by Kato and Mugibay­
ashi,9 The present paper marks the first application 
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The Hamiltonian H(g) is constructed in Ref. 1 as the 
limit of positive self-adjoint Hamiltonians 
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AI: lji(x)l/I(x): cp(x)g(x)dx 

in which a cutoff function has been added in momen­
tum space, and Cg,K has logarithmically divergent 
renormalization constants om 2(K) and E(g, K). The 
convergence is in the norm resolvent sense. For a 
large class of cutoff functions 

(4) 

where RK m = [JI(g,K) - ~]-1 and R(~) = [H(g) -n-1. 

We now detail the input to the proof that the i ---700 

limit exists. As we shall see, one needs information 
about the operator RKX:(k)R

K
, where 

(5) 

In Ref. 3 uniform bounds on IIRKX:(k)RJ were obtain­
ed by explicitly carrying out the renormalization can­
cellations. It was proved that for any 0 > 0, there 
exists a constant independent of K such that 

10 = 0 
10 = ± l' 

Here Il = iL(k) is either iLbCk) = (k2 + m~)1/2 or 
iLj = (k 2 + mJ)1/2. 

(6) 

(7) 

The operators X~(k) are sums of Wick monomials and 
for 10 = ± 1, it is convenient to distinguish two types of 
terms, X~(k) = X~'+(k) + X~·-(k), according to whether 
v(k) = (Ilj + k)1I2 or v(- k) appears in the kernel. 
One case or the other always occurs, these factors 
arising from the spinors 

[
V(P) ] IV(- P)] 

u(P) = _ v(- P) and v(p) = Lv(p) • 

For example one can see how the separation takes 
place in the following explicit expression for 10 = + 1, 

X~=+l(k) = I\Ii(k' + k + P)[- (41T)-1(2)-1/2 

x (iLb(k')llj(k)iL j(P n-1/2 (v(k)v(- P) 

+ v(- k)V(P»]xK(k', k,P)(b'b(k') 

+ bo(- k'))b~l(P)dk'dP + 1\ I i(k' + k + P) 

x [- (41T)-1(2)-1/2(llb(k')iLj(k)iLJ(P)-1/2 

x (v(k)v(P) + v(- k)v(- P»]xK(k', k,P)(b'b(k') 

+ bo(- k')b+1(- P)dk'dP 

where XK(k',k,P) is the cutoff function. Now define 

cW ±(k) \llb(k)1/2X~(k), 10 = 0 (8) 
• K' =)iL j(k)1/2 v(± ktlX~ ± (k), 10 = ± l' 

These operators have the uniform bounds 

(9) 

IIR; 8~'±(k)R~11 ::s const iL-(5/4 )+6. (10) 

These follow from (6) and (7) for 10 = O. For 10 ± 1, 
slight modifications of the original proofs yield the 
result. [Basically, the kernels of XE'±(E = ± 1) have 
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factors v(± k)IlJ(k)-1/2 formerly bounded by a constant 
which do not appear in ~E.±.] 

We shall make explicit use of the localization of the 
Hamiltonian. In terms of the ~E, this is reflected in 
the fact that for a suitable choice of cutoff functions, 
there exists an interval [- M, M] containing supp g 
such that the Fourier transform of (e, RK a~o±(k)RK X> 
vanishes outside [- M, M] for all K (K> 1) and all e, x. 
iApossible ch,9ice is XK(k,P1,lP2) = 7'(k/K)(5(P 1/K) x 
e(P2/K) with 7'(P) = 7'(- P), "(j(P) = "(j(- p), 7'(0) = 
p(O) = 1, and the Fourier transforms T, p in G;;'.) The 
demonstration of this fact was given explicitly for 
10 = 0 in Ref. 3 (Proposition 7.1),and the proof is 
similar for 10 = ± 1. 

2. ASYMPTOTIC CREATION AND ANNIHILATION 
OPERATORS 

In obtaining the limit (2), we shall make use of some 
of the standard estimation techniques which have been 
developed for the two-dimensional field theories by 
Glimm and Jaffe. A good general reference is Ref. 4. 
In particular it is known that D(Nl /2) ~ D(Hl/2) and 
II N l /2Rl/211 ::s const ("first-order estimate"). Also by 
standard estimates,D(b.U)) ~ D(N1/2) and 
II bE (f)fN + 1}-1/211 ::s const II f 11 2 , and similarly for 

b: (f). Thus the expressions bf,t (f) given by 

b<,t(f) = e-iHt bj,e-illetf)eiHt, 

b:t(f) = e-iHtb!(ei~.tf)eiHt 

are well-defined operators on D(Hl/2),and 

(11) 

II bf. t(f)1/I1i ::s const II! 11211 (H + I) 1/21/111. (12) 

Theorem 1: For 1/1 E D(H) and fEL2, the vectors 
b f. t(f) 1/1 have strong limits as i ---7 00. 

Remark: We could equally well consider t ---7 - 00. 

Proof: Throughout the proof we suppress E. We 
first consider the annihilation operators. Because the 
estimate (12) is uniform in t, it is sufficient to con­
sider 1/1 in a core for H, say COO (H) , and! in a dense. 
set in L2, say G;;', and vanishing in a neighborhood of 
the origin, called Do' 

We approximate bt(f) by bt.K(f) by replacing H by H K· 
We also approximate our vector 1/1 E Goo(H), which we 
may take to have the form 1/1 = Rmne with ~ < 0 and 
some n large, by a vector I/IK = RK(~)ne in Gn(H,) C 

D(bt.K(f). The strategy of the proof is the following. 
We first show 

II bt(f)1/I - bt.KU)I/IK II ---7 0 as K --> 00. (13) 

Then we show 

II (bt.K(f) - btt.K(f))I/IK II ---7 0 as t, t' ---7 oc. (14) 

uniformly in K. By an 10/3 argument, these imply 
II (bt(f) - bt,(f))1/I11 ---7 0 as t, i' ---7 00. 

For (13) we make the expansion 

II bif)1/I - bt.K(f)I/IK II 
::s II o(e-iHt)b(e-i~tf)RneiHtell 

+ II e -iRKt bee -i~tf)ORRn-1 eiRtel1 
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+ II e-iH"tb(e-i/ltf)R"o(Rn-l)eiHtell 

+ II e -iH"tb (e -i/ltf)R; o(e iHt)e II , ( 15) 

-iHt -iHt -iH t 
where o(e ) = e - e ", etc. The third term 
converges by resolvent convergence, 
II b(e-i/ltf)(N + 1)-1/2 11:s const IIf 11 2 , and the uniform 
estimate II (N + 1)1/2RF2 Il:s const. Resolvent conver­
gepce also implies that e-,H"t converges strongly to 
e -'Ht, so that the first and fourth terms in (15) con­
verge. The convergence of the second term follows 
similarly, using 

II Nl!2(RK - R)II-) 0 as K ~ rIJ, (16) 

which we establish in a lemma at the end of this sec­
tion. This completes the proof of (13). 

For (14) instead of proving strong convergence direct­
ly, it is sufficient to prove uniform weak convergence 
on a dense set in the unit ball. Suppose for every 
o > 0 there exists a T such that if t, t' > T, then 

for all X E COO(H
K

). By the Riesz representation 
theorem we have for I, I' > T, 

(17) 

(18) 

If (17) is true for all K, then so is (18) which gives the 
uniformity in K. 

Recalling that 1/IK = R,,(~)ne, the functions we want to 
study are 

Using the standard number operator estimates and 
the first order estimate, it is relatively straight­
forward to show that these are differentiable func­
tions of s, and integrating the derivatives gives (V" 
HI,,, + C,,) 

(X, (bt,,,U) - bt""U)1/I,,) 

= j;,(eiH"Sx, [iV", b(e-iIlSf)]R K (~)n eiH"se)ds. (19) 

We must estimate the right-hand side of this equation. 
We let eiH"S -) ei(H,,-')S(no change) and note that 
eiUiK-')s X = - i(d/ds)ei(j;K-,)sR,,(~)x· Then integrating 
by parts we see that the right-hand side of (19) is 
equal to 

- iJ~, (eiHKSRKmX, [iV"b(- if.le-4lSf)]RK(~)neiHKSe)ds 

- i J~, (e iHKS R"mx, [iV", b(e-i/lSf) ]iR "mn-1eiH"Se )ds 

+ i (eiHKSR "mX, [iV", b( e-i/lSf)]R K(~) ne iHKSe) ' ::~,. 
(20) 

This step is justified by snowing that the various de­
rivatives exist in the proper topologies and we omit 
the elementary details. The effect of this manipula­
tion is to add a factor R K (~) on X. For the first two 
terms in (20) we follow the same procedure and 
obtain two more factors of the resolvent on X and 
more surface terms. Altogether we obtain eight inte­
grated terms of the form (up to a constant) 

(21) 

where f/l = jJ.ij, j = 0, 1,2, or 3, lies in Do and e' = 
R:e for some k. (We assume n :0::6). Then there are 
seven surface terms of the form 

(22) 

where x' = R~x, l = 0,1,2. 

The terms (21) have the form j~,A(s)dS. We obtain 
the convergence required by (17) by showing that for 
any integer m, there exists a constant independent of 
K such that 

IA(s)1 :s const II xIII sl-m. 

To this end we note that the integrand A( s) can be 
written as 

(23) 

As mentioned previously, with the proper choice of 
cutoff functions, the support of y± (x) = (211)-112 Je ikx X 

y±(k)dk is contained in an interval [- M, M] for all 
K, s. Then y±(k) is infinitely differentiable and using 
the K, s uniform bound II y±lIoo 5 II y ± 111 5 const II X II 
which follows from (10), we obtain the K, s uniform 
bound 

I ~y±(k)1 = (211)-l!2IJ~Me-ikx(-ix)ry±(x}dxl 
dkr 

:s const Mr+111 Pll
oo 

(26) 

5 const II xII. 

Furthermore fJ E Do is infinitely differentiable, and 
all its derivatives are in Do' Now in (24) we write 

e-i/l s = s-m (~ ~) m e-i/l s 

and integrate by parts m times. This is justified 
since the integrands always have compact support 
away from the origin. This gives the factor Is I-m, and 
since in (26) we have the necessary uniform bounds 
on the derivatives, we obtain (23). 

Now consider the surface terms (22). These are the 
difference of terms of the form 

J e -i/ltf/l (k)(eiHJ(\', R"X,,(k)RKe iHKte')dk = LtB ±U:, t), 

(27) 

where f: E S (Schwartz space) is as before and 

B±(h, t) == J e -i/lth(k)X ±(k, t)dk, 

X±(k,t) = (ei~\',RK8~(k)RKeiHKte'). 

All these terms converge to zero with the proper 
uniformity. In fact we show that for all h E S, 

(28) 

I B±(h,t) 1-7 0 as t -7 OCJ uniformly in K and X on the 
unit ball. Using II x'II :s const II xii and (9), we have 
the K, t uniform bound 
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IBi(h, t) I :s II Ai
(., t)11 00 II hill :s const II h 11111 X II. (29) 

Since the L1 norm is a Schwartz norm, this shows 
that it is sufficient to prove convergence for h in a 
dense set in S in the S topology. We choose the set 
of all S functions whose Fourier transforms are C(;". 
We now write 

IB i(h, t) I = I J ark, t)T±(k, t)dk I 
= I J a(x, t)fi (- x, t)dx I 
:s 110(', t)llooll T±(', t)11 1, 

where for some large integer r, 

ark, t) = e-illt}.J.-2 r, 

Ti(k,t) = }.J.2rh(k)">..±(k,t). 

(30) 

(31) 

Since h E S, II T±(', t)lloo:S II T±(' ,t)11 1 :s const II xii. 
Furthermore 

Ti (x, t) = (21Tt1 12 J (- ~ + m2)rh)(x - y)~ ± (y, tidy 
(32) 

vanishes outside an interval independent of K and t 
since both (- ~ + m2)rh and).± do. Therefore we ob­
tain the K, t uniform bound 

II T±(' ,t)1I 1 :s const II "T i (. ,t)\\oo :s const II X II. (33) 

Finally a(x, t) :::: (21Tt1/2 J eikx-illtlJ. -2r is a smooth 
solution of the Klein-Gordon equation and has the 
standard rate of decrease in two dimensions, 

II 0(', t)11 :s const It\-1/2. 
00 

(34) 

See Jost10 or S.Nelson.ll Thus combining (30), (33), 
and (34) we have for a constant independent of K, 

IBi(h, t)1 ~ const II xIII tl-1/2 , 
~ 

hE Co' 

Thus the surface terms (22) converge to zero and 
(17) is proved. 

(35) 

This completes the proof of the theorem for the an­
nihilation operators. For the creation operators we 
make the replacements e-ill t ~ eill t and X ~ X*. 
Neither of these makes any substantial difference 
and the whole proof goes through as before. 

We now give the proof of (16). 

Lemma: As K ~ 00, IIN1/2(R" - R)II ~ o. 
Proof: We introduce the operator Pj = 

(1 + j-1Ntl, which satisfies II Nrp)1 ~ Jr(O ~ r:s 1). 
Since II N1 12Pj (R K - R)II ~ 0 as K --) 00 by resolvent 
convergence, we need only show that as j -7 00, 

N1/2p.R converges to N1/2R uniformly in K for 
K ~ oo~ This follows from the" uniform quadratic esti­
mate proved in Ref. 3 which says II NR" II ~ const 
(K ~ <4. Thus as j -7 00, 

IIN1/2(1 - Pj )R"II = j-1 11 N1/2ljNRKII 

~ const j-l/2 

-) O. 

We remark that the same proof gives that 
II N}l2(R,,- R) 11-70 as K -7 00, provided that T < 1. 
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Here NT =6t J }.J.t(k)Tbt (k)*b t (k)dk. A similar proof 
extends the result to T< 1 (A. Jaffe, private communi­
cation). 

3. SPECTRUM OF THE HAMILTONIAN 

By Theorem 1 we may define operators (3( (f) and 
f3:(f) on D(H) by 

(3f(f)1j; = lim b! t(f)'J;. (36) 
t~oo I 

We now establish properties of these operators. 

Proposition 1: For Ij;, qy E D(H), ({3: (1) Ij;, qy) :::: 
(1j;,{3t(f)qy) and thus f3:U) c f3,(f)* and f3,(f) C f3:U)*. 

Proof: For finite t we have 

(b!(eill€?)eiHtlj;,e iHtqy ):::: (eiHtlj;, b,(e-ill,tf)eiHtqy). 

Letting t -7 00, we obtain the result. 

Proposition 2: On D(H) x D(H), the canonical 
(anti) commutation relations hold, that is, 

[(3o(f), (3~(g)] :::: (1, g)L2' 

{f3±1(f), f3:1(g)}:::: <],g)L2' 
(37) 

with all other canonical (anti) commutators equal to 
zero. 

Proof: This follows from the strong convergence 
and the corresponding relations at finite t. 

Proposition 3: The asymptotic operators (3~(f) 
have the same commutation relations with H as the 
bff (f) do with H Q' In particular on D (H), for all f E L2, 

eiHS{3,(f)e-iHS = (3,(e- ill,S!), 

eiHS{3;(f)e-iHS :::: (3;(e illt j). 

Also for f E S we have on D(H) x D(H), 

[H, {3, (f)] :::: {3, (- IJ.J), 

[H, (3:(f)] = f3:(p.J). 

(38) 

(39) 

Proof: For finite t we have the operator identity 
on D(H): 

eiHsb (f)e- iHs :::: b (e-ill,s!) 
i, t f.,t-s , 

iHsb* (f) -iHs :::: b* (ill,S,!) e ,.t e ,.t-se. 

As t ~ 00 we obtain (38). Differentiating (38) on 
D(H) x D(H) and setting s:::: 0 gives (39). 

Proposition 4: If 8 is an eigenstate of H, then 
f3,(f)8 == 0 for aU f E L 2 and all €.. 

Proof: First consider vectors in the Fock space 
with a finite number of particles and whose wave­
functions in the n -particle subspaces are of the form 
hIG)' • '@h n (symmetrized or antisymmetrized), with 
hi E 3. For any such vector l/I and any f E S, 

(40) 
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for if one writes out this norm explicitly, one finds 
that all terms are proportional to something of the 
form 

which goes to zero as t ---; 00, as can be seen using (34). 
Finite combinations of these vectors form a dense set 
of vectors satisfying (40). This domain is a core for 
(N + 1)1/2 and since we have the t uniform bound 

we can extend (40) to all 1/1 E D«N + 1).1/2), f ~ L 2 • 
Now suppose e is an eigenstate of H, e,Hte = e,Et(). 

Then since D(H) C D«N + 1)112), 

II e -iHtbi e -i/lttf)e iHt() II = II b, (e -iJl,tf )8ll---; 0 as t ---; 00; 
(41) 

but the left-hand side of (41) converges to II J3,(f)811 , 
hence J3,(f)8 = o. 

Proposition 5: If e is an eigenstate of H, then 
II J3!(f)ell = II fl1211 ell. 

Proof: This follows from Propositions 2 and 4. 

We now can prove the main result. 

Theorem 2: [min{mb, mj }, (0) C spectrum H. 

Proof: We must show that for any A in this inter­
val and any 0 > 0, there exists a 1/1 E D(H), such that 
II (H - A)I/III :::: 0111/111. To find such a 1/1, consider vec­
tors of the form J3!(f)n with fEe; and n a vacuum 
for H, i.e., Hn = 0, Ilnll = 1. For X E D(H), we have 
by Proposition 3, (HX, ~(f)fJ) = ( x, (3~IJ..!)n). Thus 
(3:(f)U E D(H) and 

Hf3!(f)U = f3!(IJ..!)U. (42) 

Now take E corresponding to the smaller mass, and 
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narrow support for f so that if k E supp f, I f.L -,\ I 
< o. Then using Proposition 5, we have • 

II (H - ,\)(3!U)n II = II (3!«f.L, - A) flU II 
= II (IJ., - ,\)fIl 2 

:::: 0llfl12 
= 611 (3!(f)O II, 

which proves the theorem. 

(43) 

We conclude with some general remarks. We have 
obtained one particle asymptotic states by applying 
the f3!(f) to the vacuum. Similarly, one might 
generate n-particle states by applying operators of 
the form (3: 1 (f1)' .. (3!,.(fn) to the vacuum.' Summing 
the n-particle subspaces gives an asymptotic Fock 
space a'out. Such a construction has been outlined by 
H¢egh- Krohn 7 .8 for other models. One finds that the 
Hamiltonian acts 011 a'out like a free Hamiltonian, 
schematically H = 6~JIl € (k)(3~(k)(3€(k)dk, just as we 
have shown for the one-particle states in (42). Using 
operators defined as limits of the bf.t(f) as t ~ - w, 
one might also obtain another Fock space a':in' Scalar 
products of states in a':in with states in a'out would 
give an S matrix S (g). Such a construction is of limit­
ed interest at this time, since the physical S matrix 
has to be constructed after taking the limit g ---; 1, and 
it is not clear in what sense (if any) S(g) might con­
verge to S. Working in the infinite volume limit, one 
could hope to obtain an S matrix using the Haag­
Ruelle collision theory. This theory depends on a 
detailed knowledge of the 'spectrum of the Hamilton­
ian. In this sense the present results are a step to­
ward the construction of a physical S matrix. 
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A mathematical technique particularly suited to describing the electromagnetic radiation from open-ended 
waveguide structures is discussed. As an example of the utility of the method, the eyact solutions, for both 
wave polarizations corresponding to a uniform line source embedded in a dielectric filled slot in a ground 
plane, are given. The edge condition is used to estimate and partially correct for the truncation error resulting 
from approximating the infinite system of linear equations by a finite one. The truncation corrected field ex­
pressions are shown to recover the proper local field behavior in the vicinity of the aperture perimeter. Some 
numerical results, for both aperture and radiation fields are given and in the latter case compared with the 
Kirchhoff approximation to the radiation field. 

1. INTRODUCTION 

The rather straightforward but sometimes mathemati­
cally poorly conditioned method of mode matching as 
discussed, for example, by Wexler l and more recently 
by Masterman and Clarricoats2 has in the past been 
applied to a variety of electromagnetiC boundary 
value problems arising from mathematical analyses 
of waveguide configurations in which severe or 
abrupt discontinuities exist in the waveguide walls. 3 

We shall consider an important type of discontinuity, 
the termination of a guide or cavity in an open ended 
flange plane. 

The method to be used complements solutions obtain­
ed by Weinstein, 4 who used the Wiener-Hopf tech­
nique to treat unflanged cases. Mittra and Lee 5 have 
discussed the relationship between the Wiener-Hopf 
and mode matching technique as well as giving much 
of the formal theory for both. The solutions should 
also establish greater confidence in the application 
of the geometrical theory of diffraction to narrow 
waveguide radiators.6 The analysis is in many res­
pects a generalization of the work of Nussenzveig. 7 

The method to be used to partially correct for trunca­
tion error8 is an adaptation of "the mixed method" 
employed by Do Amaral and Bautista Vidal,9 who 
treated the intermediate region case 0.1 < koa < 1. 7, 
where 2a is the width of the guide and ko is the wave­
number. 
Although the numerical results we present refer to a 
situation different in two respects from Nussenz­
veig's work, our theory in contrast is developed for 
both wave polarizations and also admits the possibili­
ties of a finite depth well which is filled with a uni­
form lossy medium. 
In order to incorporate the truncation correction, the 
infinite system of linear equations is transformed 
into an equivalent infinite set for which the algebraic 
dependence of the amplitudes as a function of mode 
index is known asymptotically. This information, 
which is related to the edge condition, is used to con­
sider the truncation error. 

The matrix elements of the scatter matrixlO for 
either polarization are shown to reduce to a canoni­
cal integral which is proportional to a finite sine or 
cosine transform of the Hankel function of order 
zero. An asymptotic series for the canonical integral 
is obtained. This series, coupled with the fact that 
the scatter matrix is nearly diagonal dominantll and 
extremely well conditioned, makes it numerically 
pOSSible, although as shown not necessary, to solve 
the resulting system of equations for orders in 
excess of fifty. 
The paper is organized into three sections. In Sec. 2 
the formal exact solution for the simplest nontrivial 
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problem in the class of flanged waveguide cavities is 
obtained. Then the resulting matrix equations are 
formulated in an equivalent set for the aperture am­
plitudes. To implement the solution of the infinite 
system, an analysis of the matrix elements is made. 
The symmetry of the scatter matrix is exploited to 
generate a matrix of order N with 2N -1 canonical 
integrals. In general these integrals must be evalua­
ted numerically. To facilitate computation, a series 
which is asymptotic in mode index is obtained for 
the canonical integral. Section 2 concludes with the 
determination of the asymptotic evaluation of the 
aperture amplitudes for large mode index. 

The third and final section deals with the formulation 
of the truncation corrected equations, the truncation 
error estimate, and some graphical results for the 
radiation and aperture fields. A comparison of the 
resulting radiation fields with the Kirchhoff predic­
ted fields shows good agreement except near reso­
nance and in low elevation angle regions. 

2. THE FORMULATION: THE DISCRETE AND 
CONTINUOUS WAVE REPRESENTATIONS 

In this section we will obtain the formal solution in 
all space, and for both wave polarizations, to the 
electromagnetic fields in a parallel plate flanged 
slot geometry depicted in Fig 1. 

A uniform electric or magnetic line source is loca­
ted a distance h below the slot aperture, and for sim­
pliCity is located in the central (y, z) plane midway 
between the vertical walls. A Cartesian coordinate 
system is defined such that the plane z = 0 corres­
ponds to the flange interface. The positive z direc­
tion is normal and pOints outward from the flange. 
The x coordinate is measured positive to the right 
from the origin contained in the intersection of the 
interface and central plane. The y aXiS, which points 
into the paper, completes the right-handed triad (x, 
y, z). The slot half-width is denoted by a and the slot 
depth by d. Because of symmetry, the fields are in­
dependent of the y coordinate. Also, because of the 
geometry, it can be shown that the problem is 
scalar.l2 

For vertically polarized waves, the primitive field 
quantity is the y component of the magnetic intensity 
cp(x, z) = H (x, z), which gives rise to TM waves 
(transvers~ to z). Similarly, horizontally polarized 
or TE waves are obtained by defining the field primi­
tive to be cp(x, z) = E y(x, z). The time harmonic fac­
tor is taken to be e-,wt and the free space wavenum­
ber (for z > 0) is ko == 21T/wavelength. The cavity 
region (- h < z < 0 and Ix I < a) is filled with a uniform 
and in general lossy dielectric specified by a dielec­
tric constant E and a conductivity a. Thus the wave-
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number k 1 for the interior region is given by k 1 = 
kO(E/EO + ia/wEo)1/2. Notice that the units are MKS 
and the permeability is taken to be 1-10 in all regions. 

In the interior region, we thus seek a solution to 
Maxwell's equations cP int which satisfies the wave 
equation 

(\7 2 + k~)cpint(x, z) = - 6(z + h)o(x), (2. 1) 

where 6 is the Dirac delta function. Before we dis­
cuss the wave representations, let us consider the 
source term in (2. 1). In the absence of any boun­
daries, the solution to (2.1) which corresponds to a 
diverging cylinder wave is given by 

cp(x, z) = hH~l)(ko[(z + h)2 + x2]l/2), 

where H6U is the zeroth-order Hankel function of the 
first kind. Although the general solution to (2.1) is 
the polarization dependent Green's function for this 
particular geometry, it is important to also note the 
close relation of the right-hand side of (2.1) to a 
uniform distribution of Hertzian vertical dipoles for 
TM waves and Hertzian horizontal dipoles in the TE 
case. For the latter, the interpretation is fairly 
obvious. The relation of the TM magnetic line cur­
rent and an equivalent uniform vertical dipole den­
sity has been discussed by Wait. 13 

A discrete spectrum, that is, a modal series, is suit­
able for the representation of cP int. In order that the 
source condition (2.1) be satisfied, it is convenient 
to give a piecewise definition of cP in~ 

for z > - h 
00 

CPint = :0 An(e-iknnZ + rneiklYnZ) cosk1{3n x 
n=O 

for z < - h 

(2.2a) 

(2.2b) 

where n = 0,1,2, ... and An,B n, r n' f n' Yn, (3n are as 
yet unspecified constants. For (2.2) to satisfy (2.1) 
in its homogeneous form, we must have 

(3~ + Y~ = 1. (2.3) 

The perfectly conducting walls at x = ± a impose the 
conditions 

IE,,/ -0 ·E .-I y \ 

ITMt 
for I TE \ waves. 

These conditions are satisfied by defining (3n to be 

In7T/(k1a) TM waves 

!3n = J (2n + 1)7T/(2k 1a) TE waves 

(2.4) 

(2.5) 

At the possible risk of slight confusion, unless other­
wise stated, the symbol f3 n will be used for either 
polarization. Note that Yn is now defined to within a 
sign. The sign is chosen by requiring the waves to 
decay as they move away from the source. Thus 

(2.6) 

Similar to the determination of the {3n 's, the perfectly 

conducting floor of the slot (z = - d) leads directly 
to the expression for r n : 

r n = ± e 2ik lYnd for (~~) waves. (2.7) 

In the following we will use the elementary orthogo­
nality condition 

(2.8) 

where 0nm is the Kronecker delta and En is the New­
mann factor defined by 

\1,n = m ° - , nm-IOn>"m , 
(2.9) 

Two conditions, the continuity of the field in the plane 
z = - h and that the derivative of cP int with respect 
to z be discontinuous as dictated by the right-hand 
side of (2. 1), lead to tQe following relation between 
the unknowns B nand r n: 

where En is given by (2.9) and Hn is defined 

(2. 11) 

The coefficient f n is, of course, a sum of reflection 
coefficients of all modes into the nth mode. The 
reflections arise because of the aperture discon­
tinuity, that is, the truncation of the waveguide. If 
Im(Ynkoh)>> 1, f n reduces to the reflection coef­
ficient of the nth mode into the most nearly resonant 
mode, Le., the mode which most and nearly satisfies 
n7T = Re(k 1a). 

In the external region (z > 0), it is convenient to 
represent the primitive field CPint(x, z) as a continu­
ous spectrum of inhomogeneous plane waves: 

cP~~t(x, z) = 1000 

cosfLX ei8(~)Zg(j)(I-I)dl-l, 

where (3(I-I) == (k3 - 1-12)1/2. 

(2. 12) 

Here the superscript is a polarization index where 
(1) corresponds to TM and (2) to TE and g(j)(I-I) is to 
be determined. In order that the radiation condition 
be fulfilled for z -; + CfJ, the branch of the complex 
square root is determined by the condition Im{3(I-I) 2: 

O. There are several reasons for the choice of the 

z 

FIG.1. Two-dimensional geometry. 
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representation (2.12). For one, it is symmetric in x, 
and it is transformable in x over the infinite interval. 
That is, 

fo
oo 

cosfJs COSfJ'S ds = h6(fJ - fJ') for fJ, fJ' > O. 
(2. 13) 

Furthermore, it is closely related to the plane wave 
representation of the zeroth-order Hankel function. 
This property will be exploited later on in the cal­
culation of the radiation pattern, and also in the sim­
plification of the matrix elements. It also satisfies 
the wave equation in the source free region. 

The conditions of continuity of tangential fields in the 
plane z = 0 lead to the following systems. 

For TM waves, these conditions give 

1 (J (1) 
1 (J (1) \ <Pint I <Pext I ---kff ---az- z =0+ = I kr. (Jz z =0-' 

0, 

Ixl < a, 
(2. 14) 

Ixl> a, 

Ixl < a. (2. 15) 

Similarly the corresponding conditions for the TE 
case yield 

rn(2) I = 10<Pi~t I z=o-' 't'ext z=O+ 

't' ext 't'int (Jrn(2) (Jrn(2) I 
~ I z=O+ = --a;- z=o-' 

Ixl < a, 

Ixl> a, 

Ixl < a. 

(2. 16) 

(2. 17) 

Since the left-hand sides of (2.14) and (2. 16) are de­
fined for all x, these equations can be used to isolate 
g(j) (fJ) for j = 1 and 2, respectively. Similarly the 
mode amplitude Bn can be written in terms of g{j)(fJ) 
by applying (2.8) to (2.15) for j = 1 and (2. 17) for 
j = 2. 

Consequently, if we insert the appropriate represen­
tations into (2. 14) we can use (2. 13) to solve for 
g{j)(fJ): 

(2. 18) 

From this point on, it will be necessary on occasion 
to interchange the operations of integration and sum­
mation. For example, the justification for the inter­
change of the operations of summation and integra­
tion in (2.18) follows from Lebesgue's bounded con­
vergence theorem. 14 That is, since the summation in 
(2.18) is a representation of Ex in the aperture, and 
E x is singular at x = ± a, the series is not uniformly 
convergent on the interval (- a, + a). Hence we must 
use the bounded convergence theorem in this case. 
Note that the interchange of summation and integra­
tion in going from (2. 16) to (2.20) relies only on the 
uniform convergence property of a Fourier series of 
a continuous function. 15 Since similar results apply 
to the other interchanges which follow, this point need 
not be discussed again. Thus (2. 8) can be used to 
isolate the product Bm(l + f m) occurring in the right­
hand side of (2. 15) obtaining 
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(2. 19) 

Similar operations yield the following two equations 
for the TE polarization. The condition (2. 16) yields 
the information 

g(2)(/L) = l i3 Bn(l + fn) La cOSfJS cosk1{3ns ds, 
1T n =0 (2.20) 

while (2. 17) reduces to 

2k 1a ~ 00 

-E- Ym Em(l- r m) = fo {3(/L)g(2)(fJ)dfJ 
m 

x 1
a
a COSfJS' cos{3mk1s ' ds'. (2. 21) 

The pairs of equations (2.18), (2. 19) and (2.20), 
(2.21) may be cast into either integral equations for 
g{j)(/L) or matrix equations for Bm' We choose the 
latter alternative. In this regard it is important to 
define the quantities D;;'. The aperture amplitudes 
are defined as 

(2. 22) 

Note that Dih will not have polarization indices. The 
coefficients D;;; are algebraic in their dependence on 
n. This will be verified in Sec. 3 where the edge 
singularities are discussed. In contrast to the alge­
braic decay of the aperture amplitudes Dib.. with mode 
number,Bm decreases exponentially, and r m increa­
ses exponentially with mode number. Thus, if matrix 
equations were developed for either of these quanti­
ties, severe numerical problems would result. The 
coefficients Dih are linearly related through the 
source excitation condition (2.10). This condition 
gives directly 

D+ = F(1) - [(1 + r )/(1 - r )]D-m m m m m' (2.23) 

where 

F~) = [(H,;rm + 1)Em]/[2iYmk1aIIm(1- r m)]. (2.24) 

By eliminating g(1)(/L) in (2. 18) and (2. 19) and incor­
porating the definition (2.22) in the result we get 

Ej?2 00 

D+ - -' _0_ '" [(1) D-m - 2k L.J mn'Yn n' 
1 a1T n=O 

(2. 25) 

where the matrix element [~~ is given by 

[,~ln) = 100 

dfJ La ds fa cOSfJS COSfJS' cos{3nk1 s o (3 (fJ) -a -a 

X cos{3mkls' ds'. (2.26) 

Similarly, eliminating g(2)(/L) from (2.20) and (2.21) 
results in the following matrix equation for the TE 
mode amplitudes: 

E 00 

D- m L; [(2)D+ 
m - 2kl aYm1T n =0 mn n' 

(2. 27) 

where 

[~?;? = 1000 

dfJf3(fJ) 1: ds La COSfJS COSfJS' cos{3nk 1 S 

X cos{3 mk1 S' ds'. (2.28) 
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Finally, the matrix equations (2. 25) and (2.27) can be 
written in terms of D;; and D;, respectively, through 
use of (2.23). That is, 

00 

6 L~J). D;; = F;;), for TM waves, 
n=O 

and F~l) is given by (2.24). 

For the TE case similar steps lead to 
00 

"'\' L (z) D+ = F(z) 
LJ mn n m , 
n=O 

(2.29) 

(2.30) 

(2. 31) 

(2.32) 

Let us consider I~J)., the TM element defined by (2.26). 
A special form of the plane wave representation of 
the Hankel function of order zero is needed. The 
most general form is written 

( ) 1 1 e ixt +il:l(t)z 
HOl (koR) = --; c (3(t) dt, z> 0, (2.33) 

where Im[(3(t)]:::: 0 and R = (x 2 + z2)1/2. 

The contour C is depicted in Fig. 2. Making the sub­
stitution t = ko sincp, we find that the right-hand side 
of (2. 33) can be written 

II e ikoR COS «P-1/! ) dcp where tJ; = tan- l (x/ z), n c' , 

where the contour C', which is a simple open curve, 
comes in from ioo in the complex cp plane in the 
strip tJ; + n/2 < Re(cp) < 3n/2 + tJ; and goes to - ioo 

in the strip tJ; - n/2 < Re(cp) < tJ; + n/2. By choosing 
Re(cp) = 3n/2 + tJ; in the former and Re(cp) = n/2 + tJ; 
in the later, we find that (2.33) is equivalent to a 
commonly used integral representation of the zero 
order Hankel function first given by Sommerfeld. 16 

Note that, in (2.33), the branch points t = ± ko must 
be avoided as shown in Fig. 2 in order that the radi­
ation condition for z > 0 be fulfilled. That is, 

Im[(3(Jl)]:::: O. 

With this convention we see that 

1 eillX d - 1 COSJlX - (1) { 1 I) 
c (3(Jl) Jl - C (3(Jl) dJl - nHo ko x . (2.34) 

The absolute value sign within the Hankel function in 
(2.34) is needed to insure equality for x < O. The 
result (2. 34) is physically reasonable since Hb1) is 
the free space Green's function for our two-dimen­
sional problem and it must display symmetry in the 
x = 0 plane. Via (2.34) the infinite integration in 
(2.26) can be performed with the result 

I~J). = h 1: ds 1: cosf3mk l s' cosf3nkl s H6l )(ko 1 s 

+s'j)ds'. (2.35) 

If we change to sum and difference coordinates 

u = s + s', v = 5 - 5', 

we find that 

IJzlJ = h [J J qmn (u, v)dudv + J J qmn (u, v )dudv ], 
Al A2 () 

where 2.36 

qmn(u, v) = (cosWmkl[(u - v)/2)}cosWnkl[(u + v)/2]}) 

x HO(l)(ko lu I). 

The areas Al and A2 are depicted in Fig. 3 and thus 
may be parameterized: 

J 1-2a r+2a 
j dudv = du dv, 
Al 0 -u-2a 

j J dudv 
~ 

12a J-u+2a = du dv. o u-2a 

The result of elementary integration over v and 
trigonometric reduction and the substitution u = at is 

_ (_ l)m+na2 ~2 
IJzlJ = Hdl ) (pt) [m sin(m1Tt) 

m 2 _n 2 

- n sin(n 1Tt)] dt where p = koa (2.37) 

and as limiting cases of (2.37) 

InC!) = - t1Ta2 j2tHO(1) (pt)[cos(n1Tt) + sinc(n1Tt)]dt, 
o (2.38) 

2 
1811 = - 1Ta2 J tHO(l) (pt)dt, 

o 

where sinc(x) = sin(x)/ x. 

To simplify notation, it is convenient to define the 
function hm{P): 

Complex Jl- Plane 

FIG. 2. The contour C. 

v 

...-------.,k---------. (20, 20) 

u 

(-20,-20) L..-______ +-______ -J 

FIG. 3. The If x v plane. 
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(2.39) I(A)::::: fOOj(t - A)g(t)dt -= j*g 
-00 

(2.49) 

(2. 50) In terms of the canonical integral hm(P)' the nondia­
gonal elements l./;,lj is written 

l./;,lj ::::: - {[(-1)m+na 2]!(m2 - n 2)}[mhm(p) - nhn(p)], 

(2.40) 

It is interesting to note that, to within notational 
differences, the matrix element corresponding to 
l./;,lj as obtained by Nussenzveig7 agrees with ours. 

It is not possible to carry out the infinite integration 
over Jl first in the case of the TE matrix element. 
This is because the integral Jl is not absolutely con­
vergent and hence the order of integration is im­
portant. What can be done is to perform the two in­
tegrations over the finite limits. Upon doing this and 
making the substitution Jl ::::: at, (2. 28) becomes 

I (2) ::::: 2Q' Q' (_ l)n+m too (p2 - t 2)1/2 cos2 t dt (2.41) 
mn n m -00 (0'2 _ t2) (Q'2 _ t 2) , 

n m 

where 

In order to utilize the integral representation of the 
zeroth-order Hankel function (2.34) in (2.41), and also 
to enable us to use partial fraction techniques such 
that each term of the partial fraction decomposition 
is a convergent integral, we· rationalize the numerator. 

Then, as usual, we express 

p2 _ t2 4 1 
(2 2) ( = 6 Ai ~ - t ' Q'n-t Q'~_t2) t01 "i 

where 

A1 = Q'n' 

A2 ::::: - Q'n' 

A3 ::::: Q'm 

A4 == - Q'm' 
p2 _ Q' 2 

A3=-A4=- m 
2Q'm(Q'~ - Q'n2) 

Thus combining (2.41) and (2.42) gives 
4 

[(2) = E A.' [(A.) mn j
0
1 J J' 

where 
A.' == 2Q' 0' (- l)m+nA. 

J n m J 
and 

«A)== J+oo cos 2 t& 
-00 (p2 _ t2)1/2(A - t)' 

By inspection of (2.46) we see that 

J(- i\) == - l(i\). 

(2.42) 

(2.43) 

(2.44) 

(2.45) 

(2.46) 

(2.47) 

Thus, using this symmetry along with the symmetries 
given in (2.43), we obtain 

(2.48) 

The integrall(i\), defined by (2.46), can be written as 
a linear combination of the canonical integral defined 
by (2.39), where m ~m + t. This identification may 
be made by conSidering I(A) as a Fourier convolution 
integral, as discussed for example by Goldberg. 17 We 
have 
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1 J+oo ~ ::::: -2 e-iwAj(w)g(w)dw, 
7T - 00 

where 

j(t) == lit, g(t) = cos 2 tl(p2 - t 2)1/2 (2. 51) 

and /, g are the Fourier transforms of f and g, i.e., 

/(w) = roo eiwtj(t)dt. 
-00 

The Fourier transform of lit is related to the Heavi­
side unit step function 

by 

\1, 
u(w) = 10 , 

w > 0 

w < 0 

j(w) = 27Tiu(w) - 7Ti. 

Thus from (2.50), (2. 51), and (2.52) we get 

(2.52) 

J
+OO J+oo C 2 [ 

I(A) = i e-iWA[u(w) - ~]dw e iwt os dt 
-00 -00 (p2 _ t2)1/2 

or 

I(A) == i l co e-iwAdw J+oo eiwt cos
2 

t dt 
o -00 (p2 _ (2)1/2 

_ i foo o(t - i\)cos 2 t dt. 
-00 (p2 _ t2)1/2 

(2.53) 

Since A is an odd-half integer multiple of 7T, the 
second term in (2.53) does not contribute. Hence 

I(A) = ~ilOO e-iWAdwf
oo 

coswt 1 (1 + cos2t)dt. 
o -00 (p2 - (2)1 2 (2.54) 

The form of the integral formula (2.34) to be used in 
(2. 54) is 

J+OO cOSJJ.X 
----'--,- dJl == 7TH. (1) (px), 

-00 (p2 _ Jl2) 1/2 0 
x> O. (2.55) 

To use (2.55), we express the cosine products in the 
integrand as a sum of cosines, and interrupt the 
integration over w such that the cosine arguments are 
positive for all values of the integration variable t, 
to obtain 

I(A) = t7Ti(2~00 e- iW AJ!O(1) (pw)dw 

+ 100 

e-iwAJ!o(ll(p(<.c' + 2»)dw 
o 
2 

+ 1 e- iw )'Ho(1) (p(2 - w)dw 
o 

+ ~oo e- i WAHo(l) (p(w _ 2»dW), 
which simplifies to 

2 
l(i\) = i7T i sin (A t)Ho(J) (pt)dt. 

o 

Thus, according to (2.48), l./;,'f/ becomes 

[(2) = 1T(- l)m+n [0' (p2 - Q'2)h 1/2(P) 
mn 22m n w-

Q'm - O'n 

- Q'n(p2 - o;;)hm+1/2 (P)], where Q'n 

== (2n + 1)7T/2. (2.56) 
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In (2.56) we have used the notation given by (2.39). 
The diagonal elements are given by 

1T(p2 - 0'2) 2 
I.Jz2) = 2 n 1 (sill£l'nt - f COSO'nt)HO(l)(pt)dt. 

O'n 0 (2.57) 

This completes the analysis of the integral forms of 
the matrix elements. In anticipation of the work to 
follow, it is important to note that, for either polari­
zation, limn~oJ~j,? = 0 by the Riemann-Lebesgue 
theorem as, for example, discussed by Widder .18 

This is a necessary condition for I~jlto be diagonally 
dominant. 

Continuing on with the process of rendering the equa­
tions of the form (2.29) amenable to digital computa­
tion, we obtain an asymptotic series for the canonical 
integral hm(p) defined by (2.39). We write the integral 
as 

The infinite integration can be carried out in closed 
form 19: 

~<X) HJ1)(pt) sin(mrt)dt 

= 1 + (2i/1T)ln{n1T/p - [(n1T/p)2 -1]1/2} 
[(n1T)2 _p2)112 

for n1f > p. 
(2.59) 

The remaining term can be approximately evaluated 
by replacing HO(l) within the integrand by the first 
four terms of its asymptotic expansion, 20 

H
O
(l) (z) ~ J! e i (z-TI/4)t ~, (2.60) 

V 1i k=O Zk+1/2 

where ao = 1, a 1 = - i/8, a2 = 9/128, and 
a3 = 75i;1024. 

The integrations of the terms in (2.60) are express­
ible as incomplete gamma functions. Since we are 
assuming n 11 to be large these functions may be 
approximated also by their asymptotic series. Hence 
one finds to the orders indicated 

lcoHo(l)(pf)sin(n 1T1)dl ~ n fi exp{i[2(p - n) - t 1f']j 
2 Vp (n1T)2-p2 

x \ t ~ r'(1 + i(k + -b)p) + o(~)ll. + o(~) 
I k=O (2p)k L (n1T)2 _ p2 p4 \ n5 ' 

(2.61) 
Thus (2.59) and (2.61) approximate hn(p) in the re­
gime 1 < p < n 11. 

Finally we conclude this section with the asymptotic 
evaluation of the mode amplitudes for large index. 
These results will be used to correct the truncated 
systems in the following section. We then will be 
prepared to estimate the error incurred in truncat-
ing the infinite system (2.29). According to Meixner,21 
the field component Ex (x, 0) in the aperture plane 
has the singularity 

(2.62) 

where we have accounted for the obvious symmetry in 
the x coordinate. Equivalently, the edge Singularity 
(2.62) can be obtained from Oberhettinger's22 
eigenfunction solution to the field in the presence of 

a perfectly conducting wedge. It should be noted that 
the constant Ao in (2.62) depends upon the excitation, 
i.e., the form of the incident wave as well as the value 
of koa. If we Fourier analyze the right-hand side of 
(2.62), we find 

Ao co (n 1TX) ----'--- = AoI; q, cos - . 
(a 2 _ X2 )1/3 ncO a 

(2.63) 

It is not difficult to show that the coefficient q, is 
given explicitly by 

(2. 64) 

In (2.64), J 1/6 is the Bessel function of the first kind 
of order 1/6. This completes Sec. 2. We are now 
ready to discuss the approximate solution to the 
infinite system. 

3. THE TRUNCATED EQUATIONS, RADIATION 
FIELDS, AND SOME NUMERICAL RESULTS 

We now consider only the TM case. Similar results 
apply for the TE case. As a means of solving the 
system (2. 29), we truncate it at some finite order N. 
To estimate the error in so dOing, we consider a 
percent error defined as 

E (N) = 100. I (D- - D-)/D-I n n n n' 

where 
N-1 _ 

I; LmnD~ = F'r", 
n= 0 

N-1 

I; LmnD;; = Fm + em, 
ncO 

and 00 

em = - I; LmnD;;. 
n=N 

(3. 1) 

(3.2) 

(3.3) 

(3.4) 

Note that since we will be discussing only the TM 
case, the polarization superscript is deleted. 

The singularity (2.62) in the component Ex at the 
edges implies that 

(3.5) 

where an is given by (2.64) and Ao as discussed 
after (2. 62) is a constant which depends upon the 
incident wave form. This is a direct consequence of 
a theorem due to ErdelyL23 From (3.5) then it 
follows that 

D- ~ (- l) n
O' (N) + o(n-7/3), where 0' (N) 

n ~ n 5/3 

= n 5/3(_ l) n i5;;, n = N - 1. (3.6) 

and the error term o(n-7/ 3) arises from terms of 
order o(r1/3) in the expansion of the field components 
perpendicular to the edges. 

Explicitly, using (3. 6) and (3. 4) and with the defini­
tions (2.30) and (2.40), we have 

m = 0, 1, ... , N - 1. (3.7) 
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Note that hm(p), m = 0, 1, ... ,N - 1, must be cal~u­
lated to solve for the first iteration coefficients D;;, 
while, for moderate and large values of N, h" (p), 
n = N, N + 1, ... , can be calculated using the asymp­
totic series (2.61) for hn(P). Hence the error term 
em given by (3. 7) is readily calculated. 

Let us now consider the improvement and also indi­
cate the convergence of corrected equations for the 
aperture amplitudes D;;. Since the aperture fields are 
a sensitive indicator of the effect of truncation, we 
illustrate our results in terms of them. Specifically 
we consider the magnetic intensity component 
c,oint(x, z) = By (x, z)z=o- in the aperture. Thus from 
(2. 2a) we have 

00 

By (x, 0-) = 6 D; cos(k l{3n x), 
n=O 

Ixl < a. (3.8) 

Furthermore, in order that we can most easily inter­
pret our results, we also make the simplifying ass­
umptions that kl = ko and d -7 OC. A letter by the 
authorS displayed the convergence of the truncated 
system (3. 2) as a function of N. Figures 4,6, 8 show 
the aperture field (3.8) for koh = 1 and koa = O. 2, 3, 
and 5. Figure 10 differs from 8 only in that koh = 30. 
m each figure we are comparing the absolute value 
of the aperture field (3. 8) where the amplitudes D;; 
are calculated in the first case by (3. 2) and in the 
second by (3.3). In the latter case a total of 200 
modes are summed to approximate em' Although the 
results obtained show that the minimum values of 
the graphs of the truncated and corrected aperture 
fields are almost identical, we have displaced the 
truncated fields downward slightly so that the two 
fields may be better compared. 

Figures 4, 6, 8, 10 demonstrate that the truncation 
correction factor em is a small correction to the 
matrix Eq. (3. 3). This, of course, was implicitly 
assumed from the outset and is now seen to be a good 
assumption. 

The normalized radiation patterns as shown in 
Figs. 5,7,9, 11 correspond to the aperture fields in 
Figs. 4, 6, 8, 10. The pattern plots are the normalized 
power plots of lEe I 2/lmax(Ee) I 2 where e = tan- 1 (x/z) 
in reference to Fig. 1. 

The radiation field is obtained by substituting the Fourier 
coefficient g(1}(fl) defined by (2.18) into (2.12), getting 

0.78 

-0.2 -0.1 
Meters 

FIG. 4. Aperture field. 

J. Math. Phys., Vol. 13, No.4, April 1972 

koo ~ 0.2 
koh ~ 1 

N ~ 11 

0.2 

0.34 

o 
)( 

:l' 0.22 

0.16 

- ~ Mode Match 
I:. ~ Kirchhoff 
o ~ Resonant Mode 

90' 

FIG. 5. Radiation patterns. 

koo ~ 3 
koh ~ 1 
N~ 20 

O.IO;--_--;;--_~---::---_:_--_;;__----, 
-3 -2 -I 

0.26 

-;::: 0.22 
'0 
)( -,., 

.E. 0.18 

0.14 

- ~ Mode Match 
[, ~ Kirchhoff 

Meters 

FIG. 6. Aperture field. 

o ~ Resonant Mode 

FIG. 7. Radiation patterns. 

Meters 

koo ~ 5 
koh ~ 1 

N ~ 30. 

FIG. 8. Aperture field. 
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- ~ Mode Match 
6 ~ Kirchhoff 
o ~ Resonant Mode 

FIG. 9. Radiation patterns. 

0.20 r----,--,----,.-----,--~-,---,---,----_,_________, 

0.17 

::: 0.14 

x 

koa ~ 5 
koh ~ 30 

N ~ 30 

EO.II 

0.08 

0.05,=---J,_--+-_~----L;----+-_~----,,!;---+_+-~ 
-5 -4 -3 

Meters 

FIG. 10. Aperture field. 
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FIG. 11. Radiation patte rns. 
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FIG. 12. A comparison. 

k2 00 

CPext(X,z) = kO I; YnD~Qn(x,z), 
l1T n=O 

(3.9) 

where, upon performing the integration over /l, we 
obtain 

Qn(X,z) = h l:a cOS((3nkls)[Hb1)(koR+) + Hbl)(koR-)]ds 

and where R± = [(x ± s)2 + z2]1/2. 
(3.10) 

In the radiation zone, Le., for koR± » 1, one finds 
that 

where e = koa sine. 

lt can be shown that in the radiation zone 

(3. 12) 

where ia is the unit vector in the direction of in­
creaSing e. 
Calculations of radiation from the open end of wave­
guide antennas are usually based upon approximate 
methods originally devised by Kirchhoff. Although 
these methods are highly versatile, it is not clear 
that they should be applicable to configurations in 
which the waveguide width is on the order of one 
wavelength. Thus it is of interest to compare our 
results with those obtained with the Kirchhoff approxi­
mation. Within the present .formalism, the most 
direct route to the Kirchhoff radiation pattern is to 
note that, in this approximation, the aperture ampli­
tude D~ to be used in (3.11), is given by assuming the 
parallel plate region extends to z = + (f), and hence, 
in the notation (2. 2a), f n = O. This gives 

(3. 13) 

In Figs. 5,7,9,11, the solid curve corresponds to the 
normalized 1 E e 12 pattern obtained from (3. 12); the 
triangular symbols correspond to the same quantity 
with the coefficients defined by (3.13), while the 
circle symbols correspond to the same quantity 
obtained from (3.11) in which only the term which 
most nearly satisfies 

(3. 14) 

in the sum is retained. This is the resonant mode 
contribution to the radiation field. 

The discrepancies between the matrix solution (the 
solid curve) and the Kirchhoff solution (triangles) in 
the lit region stem from the fact that the more rigor­
ous solution predicts a maximum value of the coef­
ficient D~ for the n which most nearly satisfies 
(3.14), while the Kirchhoff predicted values satisfy 
(3.13). For narrow apertures, in which only the TEM 
mode (n = 0) propagates, we would then expect good 
agreement since both theories would yield Do a maxi­
mum. This narrow aperture limit is shown in Fig. 5. 
Figure 7 was chosen near resonance koa = 3 ~ 1T. 

The figure demonstrates the inability of Kirchhoff 
theory to account for resonance. Figures 8 and 10 
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demonstrate the· minor effects, except for the total 
aperture amplitude, of the position of the line source 
in the central plane. In all the radiation patterns, the 
solutions in the low angle (I () I <. 1T /2) regions show 
discrepancy. This is a consequence of the inability 
of the Kirchhoff predicted fields to properly describe 
the edge diffracted components of the radiation. That 
is,D~kir)- as given by (3.13) displays exponential be­
havior for large n while D;, according to (3.5) shows 
an algebraic dependence. These radiation conclu­
sions are in agreement with the analysis of the un­
flanged cases, treated in an elegant fashion by Wein­
stein. 4 

To conclude our discussion of radiation patterns, we 
present a comparison of our results with a slope dif­
fraction analysis obtained by Rudduck and Wu. 24 

Their configuration consists of a guide width of 
koa = 1. 40 with a TEM illumination of the aperture. 
Since this width prohibits propagation of all higher­
order modes, we take koh to be large (= 30.0) for the 
purpose of comparison. The results are displayed 
in Fig. 12. 

4. CONCLUDING REMARKS 

We have shown that it is possible to treat the radia­
tion from an open-ended structure terminating in a 
flange plane in a formally exact and straightforward 
manner. In particular we have shown that the resul-

• The material herein is excerpted from a chapter of the author's 
dissertation to be submitted to the Department of Physics at the 
University of Colorado. 
A. Wexler, IEEE Trans. Microwave Theory Tech. 17 ,416 (1969). 
P. H. Mastermann and P. J. B. Clarricoats, Proc. lEE 118,51 
(1971). 

3 A. Wexler, IEEE Trans. Microwave Theory Tech. 15, 508 (1967). 
4 L. Weinstein, The Theory of Diffraclion ami Ihe Faclorizalioll 

Melhod (Golem, Boulder, Colorado, 1969), Chap. 1. 
5 R. Mittra and S. W. Lee, Analrlical Techniques ill Ihe TheoTv of 

Gllided WaL'e" (Macmillan, New York, 1971). 
6 H. Y. Lee, L. B. Felsen, and J. B. Keller, SIAM J. Appl. Math.16, 

268 (1968). 
7 H. M. Nussenzveig, Phil. Trans. Roy. Soc. London A252, 1 (1959). 

A. Q. Howard, Electron. Lett. 7, Nos. 5 '6, 1~9 (1971). 
9 C.M.Do Amaral and J. W.Bautista Vidal,Appl.ScLRes.B 11,1 

(1964). 
10 The scatter matrix L(j) for the problem under consideration is 

defined by (2.30) or (2."31) as j = 1 or 2. 
11 The property of diagonal dominance is discussed by Ref. 1. 
12 J. A. Stratton, Eleclromagnetic Theory (McGraw-Hill, New York. 

1941), pp. 349-51. 

tant infinite system of equations can closely be 
approximated by a finite system provided one 
accounts for truncation. With notable exceptions, 
namely near resonance and in the low observation 
angle regions, Kirchhoff theory is shown to correctly 
predict radiation patterns from such configurations. 
Since the nature of the formulation required that 
rather large systems of linear equations be consi­
dered' the matrix elements were analytically reduced 
to simple form. Thus the elements were factored in­
to canonical integrals which depended on only one 
matrix index. This enabled an N x N matrix to be 
generated from 2N integrals. An asymptotic series 
in mode index was developed to provide an efficient 
means of obtaining the truncation correction terms. 

Finally, it should be noted that our technique can be 
applied to similar but more complicated structures. 
For example, preliminary results on the analogous 
analysis for a circular flanged guide in which the 
flange boundary condition is relaxed to account for a 
more general impedance condition have been 
obtained. 2 5 
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On Uniqueness of the Kerr-Newman Black Holes* 

Robert Waldt 
Joseph Henry Lahora/ories. Princeton University, Prinrr/on, Neff' Jersey 08540 

(Received 21 June 1971; Revised Manuscript Received 6 October 1971) 

It is proven that the Kerr-Newman space-times with e 2 + a2 < 1112 are the only electrovac black hole solutions 
of Einstein's equations which can be obtained by analytic variation of the space-time geometry starting from 
the Schwarzschild solution. 

1. INTRODUCTION 
In a recent paper,l the author has described a new 
theorem which leads one to believe that the final 
state of general (nonspherical) gravitational collapse 
is a Kerr-Newman black hole. 2 - 5 The present paper 
presents the detailed statement and proof of this 
theorem. 
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It is widely believed that the complete gravitational 
collapse of a body results in the production of a black 
hole as opposed to a "naked singularity." (The phYSi­
cal arguments leading to this conjecture are sum­
marized in Ref. 1.) Thus, it is of great interest to 
find all the solutions of Einstein's equations which 
describe black holes, since, if this conjecture is 
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demonstrate the· minor effects, except for the total 
aperture amplitude, of the position of the line source 
in the central plane. In all the radiation patterns, the 
solutions in the low angle (I () I <. 1T /2) regions show 
discrepancy. This is a consequence of the inability 
of the Kirchhoff predicted fields to properly describe 
the edge diffracted components of the radiation. That 
is,D~kir)- as given by (3.13) displays exponential be­
havior for large n while D;, according to (3.5) shows 
an algebraic dependence. These radiation conclu­
sions are in agreement with the analysis of the un­
flanged cases, treated in an elegant fashion by Wein­
stein. 4 

To conclude our discussion of radiation patterns, we 
present a comparison of our results with a slope dif­
fraction analysis obtained by Rudduck and Wu. 24 

Their configuration consists of a guide width of 
koa = 1. 40 with a TEM illumination of the aperture. 
Since this width prohibits propagation of all higher­
order modes, we take koh to be large (= 30.0) for the 
purpose of comparison. The results are displayed 
in Fig. 12. 

4. CONCLUDING REMARKS 

We have shown that it is possible to treat the radia­
tion from an open-ended structure terminating in a 
flange plane in a formally exact and straightforward 
manner. In particular we have shown that the resul-

• The material herein is excerpted from a chapter of the author's 
dissertation to be submitted to the Department of Physics at the 
University of Colorado. 
A. Wexler, IEEE Trans. Microwave Theory Tech. 17 ,416 (1969). 
P. H. Mastermann and P. J. B. Clarricoats, Proc. lEE 118,51 
(1971). 

3 A. Wexler, IEEE Trans. Microwave Theory Tech. 15, 508 (1967). 
4 L. Weinstein, The Theory of Diffraclion ami Ihe Faclorizalioll 

Melhod (Golem, Boulder, Colorado, 1969), Chap. 1. 
5 R. Mittra and S. W. Lee, Analrlical Techniques ill Ihe TheoTv of 

Gllided WaL'e" (Macmillan, New York, 1971). 
6 H. Y. Lee, L. B. Felsen, and J. B. Keller, SIAM J. Appl. Math.16, 

268 (1968). 
7 H. M. Nussenzveig, Phil. Trans. Roy. Soc. London A252, 1 (1959). 

A. Q. Howard, Electron. Lett. 7, Nos. 5 '6, 1~9 (1971). 
9 C.M.Do Amaral and J. W.Bautista Vidal,Appl.ScLRes.B 11,1 
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11 The property of diagonal dominance is discussed by Ref. 1. 
12 J. A. Stratton, Eleclromagnetic Theory (McGraw-Hill, New York. 

1941), pp. 349-51. 

tant infinite system of equations can closely be 
approximated by a finite system provided one 
accounts for truncation. With notable exceptions, 
namely near resonance and in the low observation 
angle regions, Kirchhoff theory is shown to correctly 
predict radiation patterns from such configurations. 
Since the nature of the formulation required that 
rather large systems of linear equations be consi­
dered' the matrix elements were analytically reduced 
to simple form. Thus the elements were factored in­
to canonical integrals which depended on only one 
matrix index. This enabled an N x N matrix to be 
generated from 2N integrals. An asymptotic series 
in mode index was developed to provide an efficient 
means of obtaining the truncation correction terms. 

Finally, it should be noted that our technique can be 
applied to similar but more complicated structures. 
For example, preliminary results on the analogous 
analysis for a circular flanged guide in which the 
flange boundary condition is relaxed to account for a 
more general impedance condition have been 
obtained. 2 5 
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On Uniqueness of the Kerr-Newman Black Holes* 
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It is proven that the Kerr-Newman space-times with e 2 + a2 < 1112 are the only electrovac black hole solutions 
of Einstein's equations which can be obtained by analytic variation of the space-time geometry starting from 
the Schwarzschild solution. 

1. INTRODUCTION 
In a recent paper,l the author has described a new 
theorem which leads one to believe that the final 
state of general (nonspherical) gravitational collapse 
is a Kerr-Newman black hole. 2 - 5 The present paper 
presents the detailed statement and proof of this 
theorem. 
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It is widely believed that the complete gravitational 
collapse of a body results in the production of a black 
hole as opposed to a "naked singularity." (The phYSi­
cal arguments leading to this conjecture are sum­
marized in Ref. 1.) Thus, it is of great interest to 
find all the solutions of Einstein's equations which 
describe black holes, since, if this conjecture is 
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correct, one would then have a complete and detailed 
knowledge of all the possible final states of gravita­
tional collapse. The only known black hole solutions 
are the three-parameter family of Kerr-Newman 
space-times. 2 - 5 Theorems proven by Carter6 and 
IsraeF have led to the conjecture that they are the 
only black hole solutions. Israel proved that the 
Reissner-Nordstrom black holes (Le., Kerr-Newman 
black holes with no angular momentum) are the only 
static, asymptotically flat, electrovac space-times 
with closed, simply connected surfaces of constant 
goo which have a nonsingular event horizon goo = O. 
Carter considered axisymmetric black holes with no 
electromagnetic fields and proved that perturbations 
of these solutions which preserve the vacuum, axi­
symmetric, black hole properties are uniquely deter­
mined by the changes in two parameters associated 
with these solutions. Thus, Carter's result gives 
good reason to believe that the two-parameter Kerr 
family may be the only axisymmetric, vacuum, black 
hole solutions. In addition, independent investiga­
tions 8 of Ipser and myself have shown that the Kerr­
Newman electromagnetic field is the only well be­
haved axisymmetric, electromagnetic perturbation of 
the Kerr black hole with no magnetic monopole 
moment. 

In the present paper it is proven that the Kerr­
Newman black holes are the only black hole solutions 
obtainable by analytic variation of the space-time 
geometry starting from the Schwarz schild geometry. 
(See Sec. 2 for a precise statement of what is meant 
by this.) The important restrictive assumptions of 
"static" (as opposed to stationary) in Israel's work 
and "axial symmetry" and "no electromagnetic 
fields" in Carter's work are not made here. Further­
more, as argued in Ref. 1, it is highly plausible that­
at least for small deviations from spherical sym­
metry-the final space-time geometries resulting 
from collapse can be analytically developed from the 
Schwarz schild geometry (known to be the final state 
of spherically symmetric collapse). Thus, the theo­
rem proven here leads one to believe that-at least 
for small deviations from spherical symmetry-
the final state of gravitational collapse is a Kerr­
Newman black hole. (Of course, it should be empha­
sized that not only is there no compelling reason to 
believe that this analytic variation assumption is 
valid for collapse with large deviations from spheri­
cal symmetry, but there is not even any compelling 
reason to believe that such collapse would result in 
a black hole, since it is only for infinitesimal devia­
tions from spherical symmetry that collapse to a 
black hole is reasonably well established. 9 Thus, a 
great deal remains to be proven!) 

The results of this paper may be described in physi­
cal terms as follows: Consider an electrovac black 
hole which differs slightly from a Schwarz schild 
black hole. The results of first-order perturbation 
theory (see Lemmas 1 and 2 of Sec. IV) show that in 
the first approximation this black hole can differ 
from the Schwarz schild black hole in mass, angular 
momentum, and charge, but it cannot,have any higher 
multipole moments (e.g., no mass quadrupole moment 
or magnetic dipole moment, etc.). However, in the 
second and higher approximations, when account is 
taken of the first-order changes in angular momentum 
and charge, the black hole can have higher multipole 

moments. It is proven here that when all orders of 
approximation are taken into account, all the higher 
multipole moments must be fixed relative to the 
mass, angular momentum, and charge in precisely the 
same manner as for Kerr-Newman black holes. 

Hartle and Thorne10 have given an expression for the 
exterior field metric of a nearly spherical star (or 
black hole) in which the effect of mass quadrupole 
moment is calculated to lowest nonvanishing order 
and the effect of angular momentum is calculated to 
second order. Examination of this expression sug­
gests that for black holes one will have singular be­
havior at the horizon unless the quadrupole moment 
is fixed in terms of the angular momentum in the 
same manner as for Kerr black holes. Aside from 
putting this conclusion on a rigorous footing, the pre­
sent paper may be viewed as an improvement of the 
Hartle and Thorne result in the following Significant 
ways: (1) Axial symmetry and reflection symmetry 
(assumed by Hartle and Thorne) are not assumed 
here; (2) electromagnetic fields are permitted to 
occur here; (3) the Hartle and Thorne result is gener­
alized to all orders and it is thus shown that the 
Kerr-Newman solutions are the only black hole solu­
tions that can be obtained by a perturbation series 
expansion about the Schwarz schild solution. 

Another method for generalizing perturbation results 
to analytic variation (and, in fact, to even a somewhat 
wider class of functions than analytic) has been deve­
loped independently by Carter (private communica­
tion) and applied to his axisymmetric black hole per­
turbation analysis. Carter has recently shown that 
this method can also be applied to the problem treat­
ed here (where the gauge arbitrariness causes a num­
ber of difficulties). 

After this paper was submitted for publication Haw­
king announced the proof of a new theorem which 
states that a stationary black hole must be either 
static or axisymmetric. As a consequence, a result 
on black hole uniqueness stronger than the one pre­
sented here in that it excludes various possibilities 
for black holes not analytically connected to Schwarz­
schild could be obtained by combining the theorems 
of Hawking, Carter, 6 Israel,7 and Wald and Ipser. 8 

The proof of the theorem presented here is entirely 
independent of (and considerably simpler than) these 
combined theorems. 

In Sec. 2, the analytic family C:t of electrovac black 
hole space-times containing the Schwarzschild solu­
tion is defined and the theorem is stated. In Sec. 3 
we derive conditions (summarized at the end of the 
section) on the nth-order perturbations of the metric 
and electromagnetic field tensor. Two lemmas are 
presented in Sec. 4 and the theorem is proven in Sec. 
5. 

2. STATEMENT OF THE THEOREM 

We define a one-parameter analytic family of electro­
vac black hole space-times containing the Schwarz­
schild solution of mass mo to be a family of space­
time metrics g(a) and electromagnetic field tensors 
F(a) satisfying the following five conditions: 

(1) For each a, the pair g(a),F(a) is a solution of 
the Einstein-Maxwell equations 
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FJlV ; v = 0, *FJlV ; v = 0, (2) 

where";" denotes covariant derivative and *F de­
notes the dual of F. For a = 0, the metric g(O) is the 
Schwarzschild metric of mass m o' rno > 0, and 
F(O) = O. 

(II) Each g(a) is asymptotically flat and stationary. 
[Stationary means g(a) has a Killing vector which is 
time like at large distances.] This requires that for 
each a there exist "Schwarzschild-like coordinates" 
denoted t, r, e, cp having the following properties: (a) 
a/of is a Killing vector which is timelike for large r; 
and (b) the metric is asymptotically Minkowskian and 
the field tensor components are 0(1/r2) as r --) W in 
the coordinates f, X, Y, Z, where X = r sine cos</>, 
Y = r sine sincp, and Z = r cose. 

The Schwarzschild-like coordinates t, r, e, </> will be 
denoted x ll , or simply x, in the following and the com­
ponents of g(a) in this coordinate system will be de­
noted SgJlv(a,x) (s standing for "Schwarzschild-like 
coordinates "). For a = 0 we take these coordinates to 
be the standard coordinates of the Schwarz schild 
metric g(O), i.e., 

ds 2(a = 0) = - (1 - 2 ma /r)df2 + (1 - 2 ma /r)-ldr2 

+ r2(de 2 + sin2edcp2). 

(III) The exterior region, i.e., the domain of outer 
communications, and the horizon of each g(a) is non­
singular. (The domain of outer communications is 
defined as the set of points lying on timelike curves 
which escape to arbitrarily large distances in both 
future and past directions; the horizon is defined as 
its boundary.) This requires the existence of analytic 
extension coordinates (i.e., "generalized Kruskal 
coordinates") which cover the exterior region and 
horizon of g(a). (The Schwarz schild-like coordinates 
need not cover this entire region, e.g., they may break 
down on the horizon.) 

The analytic extension coordinates will be denoted 
z jl, or simply z, in the following, and the components 
of g(a) in this coordinate system will be denoted 
A g Jl v (a, z) (A standing for "analytic extension co­
ordinates"). We shall assume that, for fixed a, 
A gjlV (a, z) varies analytically in z, although, strictly, 
it is only necessary to assume it is C 2 in z. For 
a = 0 we take these coordinates to be the standard 
Kruskal coordinatesll of the Schwarzschild metric 
g(O). 

(IV) The metric and field tensor components in the A 
coordinate system vary analytically with a, i.e., 
A gjlV (a, z) and A F JlV (a, z) are analytic functions of a. 
We shall assume that A g JlV (a, z) and A F J1V (a, z) are 
jointly analytic in (a, z), although, strictly, it is only 
necessary to assume separate analyticity in a and 
existence and continuity of all partial derivatives of 
second order in spacial derivatives and arbitrary 
order in a (so that we may commute a derivatives 
with the spacial derivatives occurring in Einstein's 
equations). (In Ref. 1 only separate analyticity in a 
and z was postulated because it was thought to imply 
joint analyticity by Hartog's theorem; however, Har­
tog's theorem requires the functions to be defined on 
an open complex domain.) 
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(V) The transformation from the analytic coordi­
nates to the Schwarzschild-like coordinates xll = 
xjl (a, z) varies analytically with a. Again, we assume 
that, in the region where the Schwarz schild-like co­
ordinates are defined, we have joint analyticity of 
xll(a, z). [Strictly, only continuity of the partial deri­
vatives of xll(a, z) of third order in z and arbitrary 
order in a is required.] This implies, using (IV), 
that, where defined, Sgllv(a,x) and SF 1111 (a, x) are 
analytic in (a,x). In addition, we explicitly postUlate 
that the a -partial derivatives of S g jl v and sF 11 II are 
respectively O(1/r) and O(1/r2) as r -) w. [This does 
not automatically follow from (II) as examples like 
ar/(a 2 + r 2 ) and (1/r) sinar show.] 

The first three conditions require each g(a) to be an 
electrovac black hole, i.e., an asymptotically flat, 
stationary, vacuum except for electromagnetic fields, 
solution of Einstein's equations with a nonsingular 
exterior region and horizon. (IV) and (V) require the 
space-time properties of the black holes g (a) to vary 
analytically with a. 

Note added in proof: It would probably be more 
reasonable physically to consider and analytically 
vary only the exterior region and future part of the 
event horizon, since the past horizon would not be 
produced in gravitational collapse. This would affect 
the results only in that it would allow the Kerr- New­
man solutions with e 2 + a 2 = m2 to be in a. 

One may wonder why we introduce two coordinate 
systems (s and A), i.e., why not simply start with the 
Schwarz schild metric expressed, say, in Kruskal co­
ordinates and look for all black hole solutions obtain­
able by analytically varying these metric components, 
without ever worrying about the s system. The 
trouble with doing this is that we would then have no 
mathematically convenient way of expressing the 
condition that the solution be stationary and asymp­
totically flat. Similarly, we could analytically vary 
the metric components starting with the Schwarzs­
child metric in standard Schwarz schild coordinates 
and not worry about the A coordinates; but then we 
would have no mathematically convenient way of in­
suring that the horizon be nonsingular. There would 
be no problem if it were reasonable to demand that 
the s and A systems be compatible, i.e., that for all 
black holes one could find a single coordinate system 
satisfying both properties (II) and (III) simultaneously; 
however, this is not reasonable, since it is easy to 
see that for the Schwarzschild metric any coordinate 
system that uses the static Killing vector as a coor­
dinate (as required for an s system) cannot cover the 
entire horizon (as required for an A system). We 
overcome the above difficulties by working with both 
systems and requiring that as we analytically vary 
the metric components in the A system [property 
(IV)], the coordinate transformation from the A sys­
tem to the s system also varies analytically [pro­
perty (V)]. [In other words, we require that (or, 
more preCisely, we seek only solutions for which) the 
timelike Killing vector and the location of the asymp­
totically flat region of the space- time change 
smoothly as the metriC components are smoothly 
varied; this need not automatically happen since as 
one smoothly varies the metric components one 
might suddenly get a completely different global in­
terpretation of the space-time; but in such a case the 
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properties of the space- time change drastically 
(even though the metric components in the A system 
vary analytically), so we are justified in including 
property (V) as part of the definition of black hole 
space-time analytically developable from Schwarzs­
child.] By using both coordinate systems we can con­
veniently express all the black hole requirements. 
Property (V) then allows us to relate perturbations 
in the A system to those in the s system. 

The (total) analytic family Cl of black hole space­
times containing the Schwarzschild solution is de­
fined to be the set of all space-times belonging to 
some one-parameter analytic family defined above. 
We prove the following theorem: 

Theorem: The analytic family Cl of electrovac 
black hole space-times containing the Schwarz schild 
solution is completely spanned by the Kerr-Newman 
space-times with e2 + a2 < m 2. 

The meaning of the theorem is heuristically illustra­
ted in Fig. 1. 

It is not difficult to verify that the Kerr-Newman 
space-times, 

ds 2 = _ r2 + a2 + e
2 

- 2mr (dl- a sin2edcp)2 
r2 + a2 cos2e 

+ sin
2

e [adt _ (r2 + a2)d¢]2 
r2 + a2 cos2 e 

+ (r2 + a2 cos2e) + de2 
( 

dr2 ) 
r2 + a2 + e2 - 2mr 

2e 
F=------

(r2 + a2 cos2e)2 

x (r2 - a2 cos2e)dr /I. (dt - a sin2edcp) 

_ 4ear sine cose de /I. [adt _ (r2 + a2)dcp] 
(r2 + a2 cos2e)2 

(3) 

( 4) 

belong to Cl for e2 + a2 < m2. Namely, to show that 
an arbitrary Kerr-Newman solution characterized 
by the parameters ml, al' e l with e l

2 + al 2 < m l
2 

is in Cl, construct a one-parameter family g(O'),F(O') 
of Kerr-Newman solutions by taking m(O') = mo + 
O'(m l - mol, a(O') = O'au e(O') = O'e l , so that g(l), 
F(l) is the given solution. From the properties of 
the Kerr-Newman space-times,5 one may verify that 
g(O'), F(O') satisfy conditions (1)-(5) of the definition 
of one-parameter analytic family. The given solution 
is in this one-parameter family, and thus is in Cl. 

On,the other hand, the Kerr-Newman space-times 
with e2 + a2 = m 2 (where the structure of the hori­
zon changes) or e2 + a2 > m 2 (where the horizon 
disappears altogether) do not belong to Cl. For 
e l

2 + al2~ m l
2 ,a one-parameter family g(O'),F(O') 

constructed as above would fail to satisfy (IV) and 
(V) [and even (m) for el 2 + a l

2 > ml2]. 

We now prove the nontrivial part of the theorem 
namely, that the Kerr-Newman space-times are the 
only members of Cl, i.e., that anyone-parameter 
analytic family g(O'), F(O') satisfying (I)-(V) is com­
posed of only Kerr-Newman space-times. We pro­
ceed by obtaining conditions on all the derivatives 
g(n) andF(n) of g(O') and F(O') with respect to 0' at 
0' = O. 

BLACK HOLES 

"KERR-NEWMAN 
DISC" 
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g(a) 

SCHWARlSCHILD 

FIG 1. "Black hole solution space." Each point in the figure repre­
sents an electrovac black hole solution of Einstein's equations. The 
dependence on mass is suppressed and e and a are, respectively, 
the values of the charge and angular momentum per unit mass of 
the black hole. The vertical direction represents all other quanti­
ties besides mass, charge, and angular momentum upon which a 
black hole might depend, e,g., higher multipole moments, The disc 
represents the Kerr-Newman black holes and the curve g(a) re­
presents an arbitrary one-parameter analytic family satisfying 
Conditions 1-5. The theorem states that g(a) must lie entirely in 
the "Kerr-Newman disc." 

3. CONDITIONS ON g(n} AND F (n) 

Properties (IV) and (V) require the components 
sg~v(O',x) and SFllv(O',x) to be analytic functions of 
0'. Hence, we may expand them in a power series in 
0': 

(5a) 

(5b) 

where 
anSg 

sg(n}(x) == __ ~_v (0' x) 
Il

V oO'n' I x fixed, 
a=O 

(6a) 

onsF 
s F(n}(x) == __ J1_V (0' x) 

~v oO'n' I x fixed. 
a=O 

(6b) 

Note that sg~oJ = sgjlu(O' = 0) is the Schwarz schild 
metric and s F~OJ = U. We denote by g(n) and Fftz} the 
tensors defined on the Schwarz schild manifold g(O) 
whose components in the standard Schwarzschild co­
ordinates of this manifold are just s gW and s F~"J. 
We now translate Conditions 1-5 on g(n), F(O') into 
conditions on the "nth-order quantities" gCn) and F(n) 
and show that, given lower orders,g(n) and F (n) are 
determined uniquely up to the addition of tensors of 
a particular form. From this "uniqueness theorem" 
on g(n) and F(n), it will be shown that each g(O'), F(O') 
is indeed a Kerr-Newman solution. 

Property (II) and the additional explicit assumption 
stated in (V) immediately yield the following two con­
ditions on g(n} and F(n) for n ~ 1: (1) sgW(t, r, e, cp) 
and s F~nJ(t, r, e, cp) must be independent of t; and (2) in 
the coordinates t,X, Y, Z, the components of g(n} must 
be O(l/r) and the components of pen) must be 0(11r2) 
as r --7 W. 

Next, we obtain equations for g(n) and FCn) (called the 
"nth-order equations") by differentiating the 
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Einstein-Maxwell equations (1), (2) n times with 
respect to O! (keeping x fixed) and setting ()I = O. When 
we differentiate (1) once with respect to ()I and set 
()I = 0, the right-hand side of (1) gives no contribution 
becauseP appears quadratically andP«()I = 0) = O. We 
thus get a linear, homogeneous system of equations 
for the "first order perturbation" g(1) which (by 
definition) are the linearized Einstein field equations 
in the Schwarz schild background g(O). These equa­
tions, which have been extensively treated in pertur­
bation analyses of the Schwarzschild metric,12-15 
will be denoted as 

(7) 

Similarly, we get equations for pCl) by differentiating 
the "Maxwell half" of the Einstein-Maxwell equations 
once with respect to ()I (keeping x fixed) and setting 
O! = O. The equations thus obtained for the "test 
field" p(1) are simply the Maxwell equations in the 
Schwarzschild background, which will be denoted as 

(8) 

To obtain the essential form of the nth-order equa­
tions, we make use of the following general principle. 

Higher Order Equations Principle: nth-order 
equations involve nth-order quantities in precisely 
the same manner as first-o'rder equations involve 
first-order quantities. 

The proof of this statement is given in Appendix A. 

By the above principle, the nth order equations for 
g(n) and Fen) must be of the form 

S~u(g(n» = (lower order terms), 

;m ~ (p(n» = (lower order terms), 

(9) 

(10) 

where 9;;v and 'JTL~ are the same operators as those 
in Eqs. t7) and (8), and "lower order terms" means 
terms involving only g(i) and F(j) with i,j < n. 

The final conditions on g(n) and F (n) are obtained 
from the existence of the analytic coordinates z. 
The analyticity of AgjJv(O!,z) and All'<vv«()I,z) in «()I,z) 
[property (IV)] requires that all the partial deriva­
tives of Ag~v«()I,z) and Ap ~u«()I,z) with respect to ()I 
at ()I = 0 must be analytic functions of z throughout 
the exterior region and horizon of the Schwarz schild 
metric g(O), where the partial derivatives 

an I Ag~nJ(z) == -- A gjJ II «()I,z) z fixed, a ()In Cl~O 

an I Ap[n](z) == -- Ap v «()I, z) z fixed 
pV a ()In jJ "'~O 

are to be taken holding z (not x) fixed. [The square 
bracket around the superscript n denotes partial 
derivatives taken with z fixed, as opposed to the 
round bracket, Eq. (6), which denotes partial deriva­
tives taken with x held fixed.] In particular, Ag~2 
and A p~nJ must be finite at the horizon. In order to 
make use of this condition, we must relate A g~nJ and 
A p~nJ to the tensors g(n) and P (n) defined by their 
Schwarz schild components, Eq. (6). We first obtain 
expressions for A F~\] and A ~V. 
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By the tensor transformation law, we have 

A ( ) _ s « aX p aX o 
PJ1V ()I,Z - Ppo ()I,X ()I,z» --. 

az ~ az II 
(11) 

From the fact that P«()I = 0) = 0 and that when ()I = 0 
the analytic coordinates reduce to the Kruskal co­
ordinates of the Schwarz schild metric g(O) (see Con­
dition 3), it is not difficult to verify that, differentiat­
ing (11) once with respect to ()I, holding z fixed, we get 

(12) 

where K P f-I v (1) denotes the components of the tensor 
p(1) in the Kruskal coordinates of g(O). 

The expression for A ~\] is slightly more complica­
ted on account of the fact that g«()I) does not vanish at 
O! = O. However, it is not difficult to verify that, de­
finingf~(O!,z) by 

f~«()I, z) = zl1«()I, x «()I , z» - Zfl(O,X(O, z» (13) 

(so that f f-I is the difference between the actual and 
zeroth-order analytic coordinates), we have 

Agfl] = Kg(1) -f[l] -f[l] 
Jlv ~v jliV V;I1' (14) 

where K gW denotes the components of g(1) in Kruskal 
coordinates, 

(f [l])~ == aff-l(O!,z) I . a ()I 2 f1xed 
CloO 

and";" denotes covariant derivative in the Schwarzs­
child metric g(O). In other words, the first-order 
change in the analytiC coordinate components of the 
metric is the sum of the first-order change in the 
metric Kg(O) ~ Kg(O) + O!Kg(1) and the first-order 'fl ll f-III f-III' 
(gauge transformation) effect of the coordinate trans-
formation z~ ~ z~ + O!f[l]~. 
By the higher-order equations prinCiple, it follows 
that the equations obtained by differentiating (11) n 
times with respect to ()I (holding z fixed) and setting 
O! = 0 must be of the form 

AF[n] - Kp(n) + (lower-order terms) (15) 
~II - f-IV , 

where "lower-order terms" denotes terms involving 
only p(i} andf[j] with i,j < n. Similarly, 

Ag[n] = Kg(n) - f.[n] -fen] + (lower-order terms) 
f-III ~II f-I·V II;~ , 

. (16) 

where "lower-order terms" here denotes terms in­
volving gCi) andf [j] with i, j < n. 

We summarize the conditions on g(n) and p(n), n ~ 1, 
which we have obtained above. 

(C1) sg~nJ(t,r, e, ¢) and sF~nJ(t,r, e, ¢) must not de­
pend on t. 

(C2) In the coordinates t, X, Y, Z, the components of 
g(n) must be O(llr) and the components of p(n) must 
be O(1/r2) as r ~ ro. 

(C3) g(n) satisfies Eq. (9), where 9
11

11 is the linearized 
Einstein field equations operator in the Schwarz­
schild background. Fen) satisfies Eq. (10), where 'JTLf-I is 
the Maxwell equations operator in the Schwarzschild 
background. 
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(C4) A gi1rJ and A F~nJ must be finite at the horizon. 
These quantities are related to g(n) and F(n) via Eqs. 
(15) and (16). 

4. TWO LEMMAS 

The proof of the theorem is based on the two lemmas 
presented below. The first lemma has been effec­
tively proven by Vishveshwara. 14 

Lemma 1 (Vishveshwara): Let h be a symmetric 
tensor defined on the Schwarz schild manifold satisfy­
ing the following four conditions. 

(G1) shllv(t,r,e,<p) is independent of t. 
(G2) In coordinates f,X, Y, Z, components of hare 
O(ljr) as r -7 00. 

(G3) h satisfies the linearized Einstein equations 
gllv(h) ::::: O. 

(G4) There exists a gauge transformation ~ I' such 
that the Kruskal components (KhIlV - ~/l;v - ~V;Il) 
are finite at the horizon. 

(In other words, h is a well behaved, stationary per­
turbation of the Schwarz schild metric.) Then, 

Shill! = CoTo+ CxTlx+ CyT1y + C z T1z+ ~Jl;V + ~v:Jl' 
(17) 

where Co' C x, C y' C z are arbitrary constants; To, 
T 1x , T 1y , T 1z are tensors defined as follows: 

l 0 0 OJ 
T -1 (1 - 2mjrt2 ° ° 

o - rOO ' 
(sym.) 0 

T =1[0 
o - sin<p - sine r cos¢] 

lx r 
o 0 

o 
(sym.) 

1 [0 g co~<p 
T 1y :;:;: r 0 

(sym.) 

T _1[0 ~ 
lz - r 

(sym.) 

o 
o 
o 

- sine c~se Sin<P] 

o ' 
o 

(18) 

(the rows and the columns being in the order t, r, e, 
<p); and ~ 11 is a gauge transformation which preserv~s 
ajat as a Killing vector and preserves the asymptotIc 
behavior (G2) of has r -7 00, but is otherwise arbi­
trary. 
In Appendix B, Vishveshwara's results are described 
and the necessary steps are given to prove the above 
lemma from his analysis. 

Lemma 2: Let 5' be an antisymmetric tensor de­
fined on the Schwarz schild manifold satisfying the 
following four conditions. 

(F1) s5'll u (t,r, e, <p) is independent of t. 
(F2) In coordinates f,X, Y, Z, the components of 5' 
are 0 (ljr2) as r ...... 00. 

(F3) 5' satisfies the source-free Maxwell's equations 
~ I'(g:) :;:;: O. 

(F4) The Kruskal components Kg: llv are finite at the 
horizon. 

(In other words, g: is a well behaved, static, test elec­
tromagnetic field in the Schwarz schild background.) 
Then, if magnetic monopoles are excluded, 

g: = (Cjr2)dt 1\ dr, (19) 

where C is an arbitrary constant. (If magnetic mono­
poles are permitted, duality rotations of this field 
tensor are also acceptable.) 

Proof: An arbitrary "static" (Le., independent of 
t) source free electromagnetic field tensor in the 
Schwarzschild background can be derived from an 
electrostatic potential V (yielding arbitrary 5'Oi = 
- a Vjax i and a magnetic scalar potentiaP6 tit (yielding 
arbitrary *5'Oi :::: - ctltjax i and hence arbitrary 5'jk)' 
Maxwell's equations require that V satisfy7.17 

o _ ~ ~ (r2 av) + 1 1 
- r2 or dr 1 - 2mjr r2 sine 

x -sme-+----. (
a . av 1 G2V) 
ae ae sine a<p 2 

(20) 

By the tensor transformation law, 

Kg: _ sf!' ar + 55' at 
v6 - r6 av te av 

= sg: (_ 8m
2 

ve-r!2m) 
re r 

where u and v are the standard Kruskal coordi ~ 
nates.!l Setting v = 0 and letting u -7 0 (Le., setting 
t :;:;: 0 and letting r -7 2m), we get that the finiteness 
of Kg: v6 implies that sg: te --> 0 as r --> 2m, Le., 
av joe -7 0 as r ...... 2m. Similarly, finiteness of Kg: v</> 

requires av jacp -7 0 as r ...... 2m. But examination of 
the explicit solutions7 •17 of (20) shows that all the 
nonspherically symmetric solutions which go to zero 
as r --> 2m also blow up as r ...... 00. Hence, only the 
spherically symmetric solutions are acceptable, and 
the most general acceptable solution of (20) is thus, 

(22) 

which is just the electrostatic monopole field of the 
Reissner-Nordstrom solution. 

In fact, this result can also be obtained without direct 
examination of the explicit solutions of (20). Namely, 
a solution of (20) in some region must take its maxi­
mum and minimum values on the boundary of the 
region18 and hence is uniquely determined in the 
region by its boundary values. For solutions which 
are well behaved as r --> 00, we may require V --> 0 as 
r ...... 00. The solution in the region r > 2m is then 
uniquely determined by its value at the boundary r = 
2m. Since, as we have shown above, for acceptable 
solutions V must be constant at r ::::: 2m, and since 
the solutions V:::: cdr yield all possible constant 
values at r = 2m, they must be the only acceptable 
solutions. 

The equations and boundary conditions for l/J are 
identical to those for V, 16 so we also have 

J. Math. Phys., Vol. 13, No.4, April 1972 



                                                                                                                                    

496 ROBERT WALD 

(23) 

This solution, however, gives rise to a magnetic 
monopole field, so we exclude it on physical grounds. 
[Not rejecting this solution would affect our final re­
sults only in that it would permit duality rotations of 
the field tensor (4) associated with the Kerr-Newman 
metric (3).] Thus, the most general acceptable field 
tensor is 

g: = 2d(Vdt) = - (2cdr2 )dr 1\ dt, (24) 

which concludes the proof of the lemma. 

5. PROOF OF THE THEOREM 

The lemmas of the previous section show that( given 
lower orders, the arbitrariness of g(n) and F(n} is 
quite limited. Namely, consider two analytic, one­
parameter families g(a),F(a) and g'(a),F'(a) which 
are identical in all orders j < n, i.e.,g(j) = j'[j], 
F(j) = F'(j),andj[j] =j'U] [wherej is defined by 
Eq. (13)] for all j < n. Let sh~nJ = sg~nJ - sg'~nJ. 
From (C1) and (C2) it is easy to see that h(n) satis­
fies the hypotheses (Gl) and (G2) of Lemma 1. If we 
take the difference of Eqs. (9) for g(n) and g' (n), 

and g'(n), 

S pv(g(n» = (lower-order terms), 

S p v (g' (n» = (lower-order terms)' 

(25a) 

(25b) 

and recall that S p v is linear and that by hypothesis 
the primed and unprimed lower-order terms are 
equal, we get 

(26) 

Le., sh~nJ satisfies (G3). Similarly, if we take the dif­
ference of the expressions (16) for A gW and A gf~nJ, 

A g[n] = l{ g(n) = frIJ] = j[IJ] + (lower-order terms), 
pv pv Tl.v v.p (27a) 

Ag;'[nJ = Kg;,(n) =j'.[n] = (,.[n] + (lower-order terms)' 
pv pv P.V • v.p (27b) 

noting that the difference of the two analytic func­
tions AgW and Ag~~n] must also be analytic, we obtain 
that KhVi) + (f[nJ-f'[nJ). + (f[nJ- j'[n]) ." must 

pv ~v ~p 

be finite at the horizon, Le., (G4) is also satisfied. 
So, sh~':J satisfies the hypotheses of Lemma 1 and 
is thus given by Eq. (17). 

Similarly sg:(n) = sF(n) - sF'(n) satisfies conditions 'l!V pv pv 
(Fl)-(F4) of Lemma 2 and hence must be of the 
form (19). 

Furthermore, if g(a) and g' (a) are identical in all 
orders j < n as above and additionally sg~'l? = sg;,£n), 
then taking the difference of Eqs. (27) we get that 
(f[n] - j'[n])p;v + (f[nl- j'[n1)v;p must be analytic in 
a region containing the exterior region and horizon 
of the Schwarz schild metric g(O). By a direct cal­
culation19 this in turn implies that (fJ.n] - j~[n]) must 
be analytic in this region, i.e., given g(n) and all gU), 
F(j) andfUJ with j < n, f[n] is uniquely determined 
up to the addition of a function which is analytic in a 
region containing the domain of outer communica­
tions and horizon of the Schwarzschild manifold. 

Thus, freedom in choosing the nth-order quantities 
is quite limited: g(1) must be of the form (17) and 

J. Math. Phys., Vol. 13, No.4, April 1972 

F(l) must be of the form (19). With g(1) chosen, f[lJ 

is determined up to the addition of an analytic func­
tion. With g(1), F(1), and f[l] chosen, g(2) is deter­
mined uniquely up to the addition of a tensor of the 
form (17) and F(2) is determined uniquely up to the 
addition of a tensor of the form (19), etc. We now 
claim that the arbitrariness which does exist stems 
only from coordinate arbitrariness and, in the illus­
trative terminology of Fig. 1, freedom of choice of 
path and path parameter in the "Kerr-Newman disc", 
i.e., we claim that g(a),F(a) must be a family of 
Kerr-Newman space-times. SpeCifically, the arbi­
trariness of jln] arises from the freedom of choice 
of analytic coordinates z P; the arbitrariness ~ p;v + 
~v;p of (17) arises from freedom of choice of the x P 

coordinates; the freedom of the parameters C 1x and 
C 1y of (17) may also be attributed to the x P coordi­
nate freedom (namely, the choice of Z-axis); the free­
dom of Co and C lz of (17) and C of (19) arises, re­
spectively, from the freedom of choosing m(a), a(a), 
and e(a), i.e., the path in the "Kerr-Newman disc." 
We will show that an arbitrary one-parameter analy­
tic family g(a),F(a) satisfying (I)-(V) is composed 
of only Kerr-Newman solutions by constructing all 
possible families gK(a),FK(a) of Kerr-Newman solu­
tions and showing that g(a), F (a) must coincide with 
some gl{(a),F K(a). 

To construct an arbitrary Kerr-Newman family 
gK(a),F K(a), we start with the Kerr-Newman solu­
tion, Eqs. (3), (4), noting that the Kerr-Newman 
metric is of the form 

ds 2 = (Schwarz schild metric of mass m) - 2maT1z 
+ (terms quadratic or higher order in a and e), 

(28) 

where T 1 z is defined by Eq. (18). Next, we perform 
an arbitrary rotation. Noting that T 1x' T 1 y' T 1z 

transforms as a vector under rotations since 
-(Tlx + iT1y )/2, Tlz,and (T 1x -iT1y )/2 are 1 = 1 
magnetic parity tensor spherical harmonics,13 we 
get that the metric in the new coordinates is of the 
form 

ds 2 = (Schwarzschild metric of mass m) 
- 2ma(lxT1x + lyTIY + lzTIz ) 
+ (terms quadratic or higher order in a and e), 

(29) 

where lx, 1 y' 1 z are the direction cosines of the old z 
axis. We write ax = alx , a y = al y' a z = alz and re­
place a where it occurs in the higher order terms by 
(a; + a~ + a~)1/2. Next, we replace m, ax' a y' a z' e, 
by arbitrary analytic functions m(a), ax (a), ay(a), 
az((lI), e(a), with m(O) = m o , ax (0) = ay(O) = az(O) = 
e(O) = 0, Le., 

00 an 
m(a) = m o + L; - C<;?, 

n =1 n! 
00 (lin 

a (a) = L; - c(n) 
x n=ln! ax' 

00 an 
a (O!) = L; - c(n), 

z n =1 n! a z 

00 n 
e(a) = L; ~ c~n), 

n =1 n! 

where c(n) c(n) c(n) c(n) c(n) are arbitrary con-

(30) 

m' ax' ay' az' e 
stants (such that these series converge). Next, we 
make an arbitrary coordinate transformation of the 
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Schwarzschild-like coordinates x ~ -7 x' ~ expressed 
as x~ = x'~ + ~~(QI,X'J3), subject only to the conditions 
that ~P(QI) preserve the Killing vector ajat and the 
asymptotic properties of the metric as r -7 <:1J, and 
that ~/l (QI = 0) = O. 

Finally, we make an arbitrary analytic in QI and z 
coordinate transformation of the analytic coordi­
nates 4 ,5 associated with the Kerr-Newman space­
time to get new analytic coordinates Zl P, related to 
the old ones by zP = Zl ~ + Y~(QI, zIB), where Y~ is an 
arbitrary analytic function of a and z' B for ZIJ3 in a 
region containing the domain of outer communica­
tions and the horizon of g(QI), with Y~(QI = 0) = O. 

Each family gK(QI),F K(QI) constructed as above is 
composed of only Kerr-Newman solutions and satis­
fies properties (I)-(V). It is also not difficult to 
verify that the first order quantities g~l) and F~l) are 
of the form 

,,(1) = 2C (1)T - 2111 (C (1)T + C (1)T "K 1Il 0 0 ax 1x ~ ay 1y 

+ C (1)T ) + t (1) + t (1) 
az 1z s~;v SVif1' 

FP) = (2C e (1) jr2)dr /\ dt. 

(31) 

(32) 

Thus, g~l) is just of the form (17) and F~l) is of the 
form (19). Following the same reasoning as em­
ployed in the discussion of the "higher-order equa­
tions principle" (see Appendix A), it is easy to see 
that g}f) and Fkn) are of the form 

gK(n) = 2C (n)To - 2mo (C (n)T
1 

+ C (n)T + C (n)T ) 
m ax x a y 1 Y a z 1 z 

+ ~ (~) + c('!) + (lower-order terms) (33) /l,V ~ V.Jl , 

F}f) = (2c~n)jr2)dr /\ dt + (lower-order terms), (34) 

where "lower-order terms" means terms involving 
only t{j) C{j) CU) C<i) C(j) C(j) wl·th J' < n 

S 'm' ax' a y' a z' e • 

We now prove the following statement by induction: 
Given an arbitrary one-parameter analytic family 
g(QI), F (a) satisfying properties (1)- (V) [and hence 
(Cl)-(C4)],for eachn there is agK(a),FK(QI) such 
that for allj ~ n, g(j) = gP), F(j) = FP), and 
f[J] =J1J ]. Namely, for n = 1, the lemmas of Sec. IV 
directly show that g(l) must be of the form (17) and 
F(1} must be of the form (19). From (31) and (32) it 
is clear that we can find a gj( and F K (by appropriate­
ly picking C (1) C (1) C (1) C (1) C (l) t (1) Wl' th g(1) -

) m' ax' a y' a z' e ,S M K -
g(1 and FP) = F(1). Also, having obtained gk1) = g(1), 
f[l] and any fi 1] associated with gfP can differ at 
most by an analytiC function; our freedom in choosing 
y[1) ensures that we can getfP] =f[1]. Similarly, 
assuming there is a gx(QI), F x(QI) such that gU> = 
g~j), F{j) = F~j}, andfli] =/lil for all j ~ n, we 
have already shown that the differences (g(n+1)_ 

g}f+l» and (F(n+l) - F}f+l) must, respectively, be of 
the form (17) and (19). But from (33) and (34) it is 
clear that we can suitably choose C~+l), C~,!:l), 
C~~+1), c~n,:l), C<;Z+l), ~1n+l), (leaving lower orders un­
changed) to get a gK(QI), F K(QI) with g(j} = g(j) and 
F~j) = F(j) for all j ;::: n + 1. Simila~ly, the freedom 
of choice of y[n+l] allows us to getfln+1] =f[n+1] 

without affecting the lower orders. x 

Thus,given a one-parameter family g(QI) F(QI) which 
s,atisfies properties (I}-(V), we can find ~ gK(a), 
1< K(a) whlch agrees with g(QI),F(QI) to arbitrarily 

high order. This implies that g(QI),F(QI) itself must 
be a family of Kerr-Newman solutions. To see this, 
we argue as follows: Given an arbitrary one-para­
meter analytic family g(a),F(QI), for each n we can 
define ~ (n) C (n) C (n) C (n) C (n) C (n) and y[ n) from the 

}.1' m' aX' ay' az' e Jl 
form of the Kerr-Newman family gK(QI), F K (a) which 
agrees with g(Qlk F(a) to order n. We define 20 

m(QI) = mo + ~n~1 c~n) (Qlnjn !), etc. Then, by rever­
Sing the steps performed in constructing the family 
g K(QI), F K(QI), it is clear that for any Qlo we can bring 
g(Qlo),F(Qlo) into the standard Kerr-Newman form 
(3) and (4) by coordinate transformations and para­
meter substitutions. Thus,g(a),F(QI) is a family of 
Kerr-Newman solutions, which completes the proof 
of the theorem. 

Note that the theorem treats electrovac black holes 
. ' l.e., only electromagnetic fields are allowed to be 
present. However, the theorem may be generalized 
without difficulty to allow for the possible presence 
of other types of fields provided that there exist no 
well behaved, static, test fields of these types in the 
Schwarz schild background. The analysiS of Beken­
stein21 shows that this is the case for scalar fields 
and nonzero mass vector fields. Hence, the Kerr­
Newman space-times (which have only electromag­
netic fields) remain the only black hole solutions 
which are analytically developable from the Schwarzs­
child solution even if the possible presence of these 
other fields is not excluded a priori. 

APPENDIX A: IDGHER-ORDER EQUATIONS 
PRINCIPLE 

Consider a set of quantities Ui{QI) (e.g., Sg~l/' sF/l v , 

and their x derivatives) which are n times differen­
tiable with respect to the parameter QI and satisfy an 
equation 

E(U;(QI» = 0, (A1) 

where E is an n times differentiable function of the 
U; which has no explicit QI dependence. The QI deriva­
tives 

dnU ;(QI) 
u(n) = I 

; - dQln a=O 

are called nth order quantities and the equation 
obtained by differentiating (A1) n times with respect 
to QI at QI = 0 is called the nth-order equation. 

The first-order equation is, thus, 

aE dU; 
--=0 au; dQl ' 

(A2) 

which is linear and homogeneous in the first-order 
quantities. 

Higher-order equations principle: The nth-order 
equation involves nth-order quantities in precisely 
the same manner as the first-order equation involves 
first-order quantities, i.e., the nth-order equation is 
of the form 

aE dnu. au. dQl: = (terms of lower order than n), (A3) 
z 

where "terms of lower order than n" means terms 
involving only combinations of the u/j} with j < n. 
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Proof (by induction): The statement is trivial for 
n = 1. Assume the statement is true for n = Il, Le., 
that 

aE dkui 
aU

i 
dO'k = (terms of lower order than k). (A4) 

The (k + l)th-order equation is obtained by differen­
tiating the kth-order equation one more time with 
respect to 0' at 0' = 0. Hence, the (k + 1)th-order 
equation is 

a2E dU j dkUi aE dk+lU
i -------+----

aujauj dO' dO' k aUi dO' k+l 

d 
= - (terms of lower order than k), (A5) 

dO' 

which is of the form 

aE dk+lU. 
- -d k II = [terms of lower order than (k + 1)]. au. 0' + 

, ~6) 
This completes the proof. 

[Another way of seeing this result is to note that nth­
order quantities appear in nth-order equations only 
linearly and in combination with zeroth order quan­
tities (since other combinations are of higher order). 
It is not difficult to convince oneself that this com­
bination of nth- and zeroth-order quantities must be 
independent of n. ] 

APPENDIX B: VISHVESHWARA'S PERTURBATION 
ANALYSIS 

We briefly outline here the pertinent results of Vish­
veshwara14 and provide the steps necessary to bring 
his results into the form of Lemma 1. 

ConSider the linearized Einstein field equations in the 
Schwarzschild background, which we have denoted as 
[(see Eq. (7)1 

(Bl) 

Since the Schwarz schild metric is spherically sym­
metric, the operator Sllv must be rotationally in­
variant. Therefore, in the same manner and for the 
same reasons as one expands scalar functions occur­
ring in rotationally invariant problems in ordinary 
spherical harmonics YIM(e, cp) and vector functions 
occurring in rotationally invariant problems in vector 
spherical harmonics, we expand sh/1V in tensor 
spherical harmonics.1 3 We obtain from (Bl) equations 
for the expansion coeffiCients, which in general are 
functions of rand t. These equations were first 
obtained by Regge and Wheeler l2 after making a 
choice of gauge which considerably simplified the 
problem. A number of errors appeared in the equa-
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tions given by Regge and Wheeler, but a corrected 
set of equations has been given by Edelstein and 
Vishveshwara. 15 

For the case in which we are interested, namely sh llv 
not a function of t, the equations simplify and reduce 
to a single ordinary differential equation in r for 
each "angular momentum" 1 and parity type. For 
1 2: 2, Vishveshwara 14 has shown that the Kruskal 
components of the solution of the radial equation 
which is well behav.ed as r-) OCJ must blow up as 
r --) 2m, and that this bad behavior cannot be 
remedied by a gauge transformation. Note that Vish­
veshwara only considers axially symmetric pertur­
bations in his paper, but the equations depend only 01]. 

1, not the "magnetic quantum number" M so that the 
above result holds for arbitrary perturbations with 
1 ;:; 2. 

On the other hand, with 1 = 0, 1 there are stationary 
perturbations which are well behaved. With a suit­
able choice of gauge, these perturbations may be 
written 

1 = 0, Sh llv = CoTo (B2a). 

1 = 1 ("electric"), sh llv = 0, (B2b) 

1 = 1 ("magnetic"), S h 11 v = C x Tlx + C y l' 1 y 

+ C ,,1' 12' (B2c) 

where Co' C x' C y' C z are arbitrary constants and To, 
T 1x , T ly , Tlz are defined by Eq. (18). [Physically, 
the 1 := ° (spherically symmetric) perturbation 
generates a change in mass. The 1 = 1, "electric" 
perturbation generates a shift in the center of mass 
and can thus be eliminated by a gauge transforma­
tion. 13 The 1 := 1, "magnetic" perturbation generates 
a change in angular momentum.] 

Thus, in our chosen gauge the most general time-in­
dependent solution of (Bl) which is well behaved as 
r --') OCJ and is such that its Kruskal components plus 
a gauge transformation remain finite as r --') 2m is 
just 

Shl'v = CoTo + lxTlx + CyT 1y + C z T 1z · (B3) 

It is clear that if we "unfix" our gauge, we find that 
the general solution of (Bl) satisfying the above con­
ditions is 

Sh llv = CoTo + CxTlx + CyT1y + Cz l'lz + ~Il;v + ~v;Il' 
(B4) 

where ~Il is a gauge transformation which is indepen­
dent of t and preserves the good asymptotic behavior 
of S h 11 v as r ~ OCJ but is otherwise arbitrary. This 
is precisely the statement of Lemma 1 given in 
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The causal Meyer-Suura structure functions are projected into irreducible representations of the Lorentz 
group. A clarification of the connection between light-cone singularities and Lorentz poles is obtained: We 
find that in general a light-cone singularity of the type 1/(- x2 + iEXo)a, in the operator product of the hadronic 
electromagnetic current, is built up from a sequence of Lorentz poles at An = 1 + a - n whose residues are 
polynomials of order" in the virtual photon square mass. 

1. INTRODUCTION 

In this paper we study the connection between scaling 
properties (light-cone singularities) and Regge-like 
behavior (J-plane singularities) of the off-mass-shell 
Compton amplitude. Recently many authorsl suggest­
ed that presence of light-cone singularities in the 
commutator of the hadronic electromagnetic current, 
which are responsible for the scaling properties of 
the structure functions in the Bjorken limit, could 
imply the existence of fixed poles in the off -mass­
shell forward Compton amplitude. To study this 
phenomenon, it is necessary to develop the harmonic 
analYSis with respect to the Lorentz group in configu­
ration space, showing explicitly how Lorentz poles 
contribute to build up light-cone singularities. 

In Ref. 2 the Wick-rotated imaginary part of the off­
mass-shell forward Compton amplitude has been sub­
jected to an 0(4) analysis and the connection between 
its Lorentz,pole content and light-cone singularities 
has been investigated by performing a Sommerfeld­
Watson transform. The authors were able to relate 
the behavior of the 0(4) partial waves at small dis­
tances to the scaling properties ofthe Comptonampli­
tude. These techniques were used to study a wide 
class of light-cone singularities suggested by ladder 
models. 

In this work we discuss two kinds of expansion of the 
Compton amplitude; the first one, which is relevant 
in the Bjorken limit, is given by an integral over all 
possible light-cone singularities. This expansion is 
more transparent in momentum space where it 
appears as an expansion in terms of homogeneous 
functions of the variables q2, v, Le., over irreducible 
representations of the group of projective transfor­
mations on the complex variables q2, v.3 The second 
one, relevant in the Regge limit, is obtained by pro-

jecting over the irreducible representations of the 
Lorentz group. 

We find in general that an infinite number of Lorentz 
poles "conspire" to build up a light-cone singularity, 
more precisely, a term like 1/(- x2 + iExo)a related 
to the sequence of Lorentz poles which are located at 
An :::: 1 + 0' - n and whose residues are polynomials 
of order n in the virtual photon mass. The possible 
nonpolynomiality of the residues should be interpret­
ed as an indication that an infinite sequence of light­
cone singularities contribute in Regge limit. 

We point out that these poles have nothing to do with 
conventional Regge poles, Le., with the behavior of the 
"structure functions" Ii (x·p) in configuration space 
for large x'p, but have a pure kinematical origin, in 
the sense that they reflect the presence of a "power 
type" singularity (x~)-a of the current commutator 
near the light cone. In particular, if these poles 
occur at integer paints, because of the Regge signature 
factor, they cannot contribute to the imaginary part 
of the off-mass-shell Compton amplitude. However 
they do contribute for nonintegral values, so these 
singularities could be physically relevant as a mani­
festation of noncanonical light-cone singularities. 

As is well known, such singularities would correspond 
to renormalization effects of dimension in the opera­
tor product of the two currents. 

Finally we remark that the techniques we develop may 
also be useful for studying dynamical situations sug­
gested by some ladder models, in which these kinds 
of singularities are realized. 

Sections 2 and 3 are devoted to studying the pro­
perties of the integral transforms we are led to in­
troduce in order to derive the previously mentioned 
results. In particular the connection of the expan-
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sions in momentum and configuration space (related 
by a Fourier transform) is given. In Sec. 4 the de­
composition of a light-cone singularity in terms of 
Lorentz poles is carried out. The proofs of the main 
formulas we use are collected in the Appendix. 

2. CONFORMAL TRANSFORM 

Let us consider the functions 4 

linear combinations of the structure functions 
Wi (q2, v), W2 (q2, v) defined by the equations 

W (q p) = _1_ Jd4xe-;q·x(P I[Jel(x) Jel(o)]lp) 
I1 U

' (211)4 11' v 

= -~jJV - q~:v )Wi (q2, v) + (Pil - ;Z qfJ) 

(2.2) 

x 0v - ;Z qu)W2(q2, v), (2.3) 

where Jllel(x) is the hadronic electromagnetic current. 

For the Fourier transforms (k = 1,2) 

W[(x2,x· P) = J d4qeiq.xWk(q2, v), 

V[(x2,x·P) = J d4qe iq.x V[(q2, v), 

the foHowing relations hold: 

(2.4) 

W[(x2, x.p) = - 0 V{(x2, x· p) - Ft,Pv al'a uv/(x2, x· p), 

W2F(X2,X'p) =0 V2(x2 , x.p). (2.5) 

Experimental data suggest the following asymptotic 
behavior: 

lim (2.6) 
V-' 00 

u.!=-q2/2V fixed 

with a i = 1, a2 = O. 

A typical contribution v cx-2 F( w) (we shall omit the 
index k from now on) to the structure functions in 
the Bjorken limit corresponds in the Fourier trans­
form to a term of the type [x2 ]-cx f(x. p) near the light 
cone (where we indicate by the symbol [x2)-cx the 
discontinuity of 1/(- x2 + iO)cx). The scaling be­
havior in momentum space has an interesting geo­
metrical interpretation. Let us consider a function 
V(q2, v) defined on the (four-dimensional) complex 
affine plane q2, v. This space is homogeneous with 
respect to the group 8L(2, e) of projective trans­
formations, i.e., it is equivalent to the quotient space 
8L(2, e)/ Z where Z is the group of matrices of the 
form (6 r). A representation of this group is defined 
on these functions as follows 5 : 

TgV(q2, v) = V(aq2 +yv,{3q2+ ov), 

where g = (~~) with aD - f3y = 1. 

(2.7) 

We observe that the homogeneous functions playa 
speCial role in this space, as they form an irredu­
cible subspace for the representation. The theory of 
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harmonic analysis on homogeneous spaces gives the 
following expansion formula: 

1 V(q2, v) =--
(211)2 i 

~ JiOO 2 
LJ . daV(q,v;n,a), (2.8) 

n=-oo -~~ 

where ni = (n + a)/2, n2 = (- n + a)/2, and V(q2, 
v; n, a) is the Mellin transform of V(q2, v) defined 
as follows: 

(2.9) 

Equation (2.8) is only valid for L2 functions, while 
Eq. (2. 9) can be used to analytically continue the 
Mellin transform in a so that, for non-square-sum­
mabIe functions the expansion formula reads 

1 + 00 

Y(q2, v) = -- 6 J daY(q2, v; n, a), (2.10) 
(21T)2i n=-oo C 

where e is a suitable path in the complex a plane. 

If we introduce the Fourier transform as 

u = X· p, (2.11) 

then from the previous analysis we obtain in con­
figuration space the expansion formvla 

VF(X2 u) = _1_ 6 J daYF(x2 u' n a) , (21T)2 inC ' , , , 

where 
F 2 1 J - n _n -2 F Y (x ,u) = '2 dT/dT/TJ ITJ 2 Y (1}X2 , u). 

If we perform the sum over n, we get 

yF(X2, u) = 2!i Jc daVF(x2, u; a), 

with the definition 

VF(x2,u;a) = 1000 

dtt cx-i VF(tx2,U). 

(2.12) 

(2. 13) 

(2. 14) 

(2. 15) 

Using the causality of the Fourier-transformed struc­
ture functions, we can write 

(2. 16) 

where we have introduced the "conformal transform " .. 
of VF(X2,U): 

1 100 

f(uja)=- . . daacx-iVF(a,u) 
2z Slfl1Ta 0 

(2.17) 

and 
[X2]cx = disc [1/(- x2 + iO)cx] = - 2i sin1Ta(x~)-a. 

We have called the transform defined by Eq. (2. 17) 
"conformal transform" to emphasize that a term like 
[x2 ]-a f (x 'p; a) is related in the corresponding light­
cone operatorial expansions to an infinite set of ten-
sor operators 0 (0) classified according to a al- . -an 
ladder of irreducible representations of the confor­
mal algebra whose spectrum is given by the eigen­
values of the nonvanishing Casimir operator: 

2M MIlV + 2P, 'KA - 2D2 + 8iD 
IlU " 

= 4n(n - a-I) + 2a2 - 8, 
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and MI/v, PA , K ", D are the generators of the con­
formal algebra. 6 

In momentum space we can write the expansion 

V(q2 v) = _1_ J d(nu-2F(w' a) 
, 211i c ' , 

(2.18) 

where the scaling function is expressed in terms of 
the conformal transform f(u; a) as 

F(w, a) = _1_ 2-Ue-i1fo/2 sinn a JCO dueiwuu1-<xj(u; a). 
(21/)2 r(a) 0 (2.19) 

To obtain the complete diagonalization of the ex­
pansions (2. 16), (2. 18), we define the Mellin trans­
form with respect to the u variable of f(u; a); 

f(a, T) = J; duudf(u; a), (2.20) 

so in configuration space we have 
1 c +ioo 

V(x2 , u) = (211[')2 fc da fc-' dT[x 2 1- a u-
T
j(a, T), 

'co (2.21) 

and in momentum space 

V(q2 v) = _1_ J da J C+i 00 dT22-2u e-i7fu/2 e- i7fT/ 2 
, (211)4 C C -iCO 

sinl1 a x -- r (2 - a - T)(- q2)a-2 wTj(a T) (2.22) r (0') , , 

where we have used the relation 

( 1 . / ~nl1a F w, 0') = -- 2- a e- I1TU 2 -- wa - 2 
(217)3 r (0') 

3. LORENTZ AND WEYL TRANSFORMS 

In this section we will expand the amplitude in confi­
guration space directly into irreducible representa­
tions of the Lorentz group. The complete diagonaliza­
tion will be obtained in this case by means of the Weyl 
transform which is defined as the product of the 
Lorentz and Mellin transform in the x2 variable. 
These transforms obviously coml!lute. We start by 
projecting out the dependence of VF(X2 , cosh~ ) = 
VF(X2 , x'p) on cosh~x = (x'P)/i"'X2 by perforn:ing the 
usual Lorentz transform 7 

loCO yF(x2, cosh~x):D" (cosh~x) sinh2~xdl;'x = Y{(x2) 
(3. 1) 

as defined by Eq. (AI). 

The Plancherel theorem gives 

VF(x2, cosh~x) = i fi oo 
dAA2y,F(x2):D_, (cosh!" ) 

11' - too 1\ 1\ '"J x , 
(3.2) 

where the path has to be suitably shifted for non-L2 
functions. Possible behaviors of the Lorentz trans­
form 11-[ (X2) were studied in Ref. 2 in connection 
with Simple structures suggested by ladder models. 
The corresponding expansion in momentum space is 
obtained, by computing the Lorentz transform of the 
Fourier kernel e-iq.x [see Eq. (A5)], by means of the 
formula 

where K" (x) is a modified Besselfunctionofthirdkind 
(Hankel function) and R = ...;)!2. The inversion for­
mula reads 

where <t" (v, q2) is a second kind matrix element on 
the Lorentz grou£ defined by Eq. (A7). We note that 
the partial wave V).. (q2) defined by Eq. (3. 3) could in 
principle have A Singularities originated by the 
Hankel function. This phenomenon is more trans­
parent if we perform the complete diagonalization by 
means of the Mellin transform in the variable x2 • We 
define the Weyl transform as 

vt:: == J f VF(X2 , cosh~x):D" (cosh~x) 
x sinh2~x d~x(x2)p-ldx2 (3.5) 

according to Eq. (A9). We call it a Weyl transform 
since it performs the diagonalization with respect to 
irreducible representations of the Weyl group. The 
inversion formula is given by 

VF(x2, cosh~x) 

= 2!2 J dH2 1 dp(x2)-p:D).. (coSh(x)V{p (3.6) 

and in momentum space, via Eq. (A12), we have 

V(q2, v) = ~ f dft J dp A22-2 p r (i A - P + ~) 

x r(-1- p + ~) (- q2)p-2 (i)..(v, q2)Vt;,. (3.1) 

We observe that the paths of integration in the A and 
p planes are along the imaginary axis for L2 func­
tions and they have to be suitably shifted for non- L2 
functions. 

The Weyl transform is simply connected to the con­
formal transform introduced in the previous section. 
To see this, we start by rewriting Eq. (2.21) as 

V(x2 u) == _2_ J Jdadp[x2 ]-p 
, (211i)2 

(cosh 1;')2 a-2pj(0', 2p - 20') (3.8) 

after the change of variable T = 2p - 20'. This con­
nection clarifies the kinematical origin of the Lorentz­
pole content of a light-cone contribution; this will be 
shown explicitly in the next section. 

4. DECOMPOSITION OF A LIGHT-CONE SINGU-
LARITY INTO LORENTZ POLE CONTRIBUTIONS 

In this section we want to investigate the connection 
between the two integral representations for the 
causal structure functions VF(x2, u), (2.21) and (3.6) 
[and their related momentum space versions (2.23) 
and (3. 7)]. If we remember the structure of the Eq. 
(3.8), we see that the transformation function which 
relates the two expansions is nothing but the Lorentz 
transform of the power (cosh(x)2 p-2u. Its Lorentz 
transform is given by Eq. (A13). So we have in terms 
of irreducible Lorentz representations, 

VF(X2 , cosh~xl = ~ jJj dO' dpdA;I,2 2
2
p-2a-l 

(27Ti)3 r(2p - 2a) 
x 1(0', 2p - 20')r(~ A -1: + p - 0') 

X r(- 1: A - ~ + p - a) (x2]-p::o).. (cosh~x) (4.1) 
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and in momentum space, by means of Fourier trans­
form, 

V(q2, v) = (22)2' fff dadpd>..A 2 2-
2a 

7i Z r(2p - 2a) 

x !(a, 2p - 2a)(- 2i sin7iCi) 

x r( ~ iI. - t + p - a) r(- t iI. - t + P - a) 

x r(t iI. - P + %) r(- til. -p + %)(_q2)P-2 <iA.(v,q2) 

(4.2) 

Comparing Eqs. (3.7) and (4.2), we have the connec­
tion between the two previously introduced conformal 
and Weyl transforms: 

- I J 22p-2a 
V~ = 81fi da r(2p _ 2a) rO A - ~ + P - a) 

X r(- ! iI. - t + P -a)!(a,2p-2a)(-2isin7ia). 
(4.3) 

This result clearly means that a Weyl contribution is 
in general built up from an infinite sequence of light­
cone singularities. In order to study the matching 
between light-cone singularities and Lorentz poles, 
we change the order of integration in the integral 
representation (4.2) and perform the A-integration 
explicitly by means of Cauchy's theorem. We get 

00 1 .(- 1)n-l 2-2a 
V(q2, v) = ~ - J J dadp 

n=O 1f (n-1)! r(2p - 2a) 

x (- 2i sin1fa)!(a, 2p - 2a)r(2p - 2a -1 + n) 

x r(- a + 1 + n)r(a - 2p + 2 - n) 

x (2p - 2a - 1 + 2n)2 (- q2 )p-2 et2p-2 a-l + 2n (v, q2) 

+ f; ~ II dadp (- 1)n-l 2-
2a 

(- 2i sin1fa) 
n=O 1f (n - 1)1 r (2p - 2a) 

x !(a, 2p - 2a) r(- a + 1 + n) 

x r(- a + 2p - 2 - n) r(- 2p + 3 + n) 

x (- 2p + 3 + 2n)2 (- q2)p-2 Cl-2p+3+2n(V, q2), 
(4.4) 

where we have taken the contribution of the Lorentz 
poles at A = 2p - 2a - 1 + 2n, A = - 2p + 3 + 2n and 
closed the integration path in the right half-plane, 
where the functions <i A. (v, q2) go to zero. 

To see the Lorentz pole content of a light-cone con­
tribution, we assume that the p integration can be per­
formed by an appropriate deformation of the integra­
tion path in such a way that the Mellin transform is 
analytic in the corresponding region of the p plane. 
This corresponds, in Regge pole language, to consider­
ing the Compton amplitude with true Regge poles sub­
tracted,! Note that a conventional Regge pole would 
correspond to a pole in the Mellin transform and 
would give rise to a different behavior in q2 of the 
residue function. 

Performing the integral, we get 

00 (_ 1)n-l (_ l)m-l 
V(q2, v) = ~ 4J da 

n.m~O (n-1)! (m-I)l 

2-2", sin7ia 
x !(a,-a+2-n+m) 

r(- a + 2 - n + m) 
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x r(- a + 1 + n)r(- a + 1 + m) 

x (- a + 1 + n + m)2 (_ q2)[(a+2-n+mY21-2 

x Cl- a+1+n+m (v,q2) + 
00 

~ 
n.m=O 

4 I da _( __ I_)n-_l 

(n -I)! 

(_ l)m-l 
x --------

(m-l)! r(-a+2+n-m) 

x !(a, - a + 2 + n - m)r(- a + 1 + n) 

x r(- a + 1 + m){- a + 1 + n + m)2 

x (- q2)[(a+2+n-m)/21-2 et (v q2) 
-a+l+n+m' , (4.5) 

where we have taken the contributions of the poles at 
p = (- a + 2 - n + m)/2, p = (2 + a + n - m)/2 in 
the first and second integral of (4.5), respectively. 
The integral has been closed in such a way that the 
background goes to zero by moving the integration 
path at infinity. 

Formula (4.5) can be rewritten as 

V(q2, v) = L.J u 
~ 4 j d,.,,(!(a, - a + 2 - n + m) 

n,m=O r(- a + 2 - n + m) 

) 

( l)n-l 
x (- q2)[(a+2-n+m)/21-2 + n -; m _-__ 

(n - 1)1 
(_ 1)m-l 

X 2-2a sin7iar(- a + 1 + m) 
(m -1)1 

x r(-a + 1 + m)(- a + 1 + n + m)2 

x et-a+1+n+m (II, q2). (4.6) 

To see the behavior of a light-cone singularity, we 
pick up a contribution to the integrand in (4.6). In the 
Regge limit we have 

(
2 )_ ~ (!(a,-a+2-n+m) 

Va q ,V - L.J - 4 
u-+oo n.m=O r(- a + 2 - n + m) 

) 

(- l)n-l (-l)m-l 
X (- q2) m + n -.:. m 

(n - I)! (m - 1)1 

X 2-2a sin1fa r(- a + 1 + n) 
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where we have used the asymptotic behavior of the 
functions etA.(v, q2) defined in Eq. (A7). In particular 
we observe that the r functions exactly cancel each 
other for a = negative integer, corresponding to the 
case of a derivative of a 6 singularity on the Ught­
cone. In particular the leading pole corresponding 
to the Q -light-cone singularity goes as 

(4.8) 

with residue independent of q2. In general the residue 
of the nth nonleading poles is a polynomial in q2 of 
order n. These results establish that a light-cone 
singularity (x~ )-u in the current commutator corre­
sponds to a sequence of poles at I n = a - n whose 
residues are polynomial of order 11 in the photon 
square mass. 
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APPENDIX 

In this appendix we recall some formula which we 
need in the text. We start by recalling that the 
causal structure function V F (x 2, x' p) = V F(X2 , cosh~x) 
(COS~x = X· p /fX2) can be conSidered, for fixed x2, 
as a bicovariant functions defined over SL(2, C) (the 
universal covering group of the Lorentz group). This 
means that it is a function Y(x2, at a E: SL(2, C), which 
satisfies the covariance relation V(x2, a) = 
Y(x2, hI ah 2) for hI' h2 E SU(2). Its Lorentz trans­
form is given by the formula 

i YF(X2, a)!D86oo(a)d6a = 41T3 C'yF(X2, cosh~) 
SL(2.C) '0 

x !D)..(cosh~x) Sinh2~xd~x = 41T3Y!(x2), (A1) 

where 

!D)..(cosh~ ) = d8~0(cosh~) = (sinhX~x)/(X sinh~x) 
x (A2) 

is a matrix element of an irreducible representation 
of the type (0, X). This function is called an element­
ary spherical harmonic of 5L(2, C). The Plancherel 
theorem gives 

YF(X2, cosh~x) = i to" dH2V{(X2)!Q,,(cosh~x) (A3) 
1T -'00 

for functions L2 over 5L(2, C). For non-L2 functions 
the integration path must be suitably shifted. 

Computation of the Lorentz 'transform of the inverse 
Fourier transform 

(A4) 

requires the knowledge of the Lorentz transform of 
the Fourier kernel e- iq • x. This has been evaluated in 
Ref. 9, and we get 

J e-iq·X!D8boo(a)d6a 

(A5) 

where K ).. (x) is a modified Bessel function of third 
kind lO and 

(A6) 

is a matrix element of a (0, X) representation of 
SL(2, C) continued to imaginary values of cosh~q by 
means of the formulas 

x (_ q2)(1-)..)/2 ei7f(I-A)/2. (A7) 

At this point we have to make a remark: In principle 
the projection of the Fourier kernel e- iq • x, which 
acts from a homogeneous space of the kind SL(2, e)1 
SU(2) (x2 > 0) to one of the kind SL(2, C)/5U(1, 1) 
(q2 < 0) receives contributions also from irreducible 
representations of the type (M, 0). Nevertheless, as 
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explained in Ref. 11, the Plancherel measure in the 
inversion formula in momentum space has a support 
nx which is the intersection of the supports nx ' nq 
of the Plancherel measures on the two different 
homogeneous spaces so 

n = nx n n = (0, X) n [(0, X) + (M, 0)] = (0, X). x,q q 

We then obtain the Lorentz expansion in q-space in 
the form 

V(q2, I) = 21Ti J dXX2 V).(q2)!D).. (Il, q2), 

where 

(AB) 

y/q2) = J dR R3 {[K)..(RJ- q2)]!(R~_ q2)} Vf(R2) 

and we have used the formula 

where d3X is the invariant measure over 5L(2, C)/ 
SU(2) and is defined by the formula 

d3u, d6a being the Haar measures over 5U(2), 5L(2, C), 
respectively. 

We observe that, to obtain complete diagonalization of 
the Lorentz expansion, we have to perform the Mellin 
transform in the variable R = @. If we define the 
Weyl transform as 

41T3V[p = JVF(x2, cosh~x)!D)..(a)(x2)P-ld6adx2, (A9) 

we get 

VF(X2 x.p)= _1_ t oo
dH2 

, 21T2 -i 00 

X t~ioo dp(x2)-p!D,,(cosh~)V{p (A10) 
c-,oo 

and the corresponding expansion in momentum space 
is 

2 JiOO jC+i OO 
V(q2, I) = - . dX ,. dpX2Vf 2-2p(_ q2)p-2 

1T -'00 c-,oo "p 

To derive the last equation, we performed the Mellin 
transform of the function 12 K,,(x) 

Jd; x-2p+3K/x) = 2-2p+Ir(~ X - P + i)r(- ~ - p + i). 
(A12) 

Finally we perform ,the Weyl transform of a light­
cone singularity contribution. This is necessary to 
relate the expansions introduced in Secs. 2 and 3. 
We get 13 

J(11 x2) af(x'p, a)!D" (a)(x2)p-ld6adx2 

= 2 f dx x-2cx+2p-l j(x, a) f (cosh~J2a-2p:D,,(a)d6a 
= 1T 3f(a, - 2a + 2p) [2 2p - 2a/r(2p - 2a)] 

x r(!x - ! + P - a) r(- !X - ! + P - a). (A13) 
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The Lie algebra extension problem is investigated and incorporated into a formalism which allows for a visua­
lization of the algebraic structures involved. A finer analysis than the usual mathematical one is sometimes 
required for the physical applications. This brings about the consideration of sliced extensions, i.e., of exten­
sions provided with sections. Some of these, the w-sliced extensions, are particularly interesting. They are 
directly connected with natural Levi decompositions of the Lie algebras obtained from extensions. Graphs are 
associated ~ith w-sliced extensions. This is especially suitable for the study of irreducible extensions, which 
are the basIc ones among the extensions. Their structure may be described in terms of graph theory. A sub­
set is picked out from the set of all irreducible extensions of an arbitrary Lie algebra. Its elements, the pri­
mitive extensions, have the Simplest extension structure and are characterized by the empty graph or by one­
vertex graphs. 

INTRODUCTION 
In the past last decade several papers have consider­
ed the group extension problem in physics, following 
Michel's nice exposition of the usefulness of group 
extensions in quantum mechanics at the Istanbul Sum­
mer School, 1962.1 Some important contributions to 
the problem were given by Michel himself, 2- 5 espe­
cially for extensions of the Poincare group. 

But, already in his paper on continuous unitary repre­
sentations of the Poincare group,6 Wigner had impli­
ci tly solved a group extension problem, determining 
all equivalence classes of analytic central extensions 
of the universal covering group of PI by U(l). As is 
now well known, there is only one such equivalence 
class, that of trivial extensions. This problem was 
generalized by Bargmann, 7 who studied the continuous 
unitary projective representations of simply connec­
ted topological groups. For the exceptional case of 
Lie groups, Bargmann reduced the group problem to 
an equivalent Lie algebra extension problem. As 
noted by Galindo,8 this is possible in the case studied 
by Bargmann, but not for every analytic group exten­
sion. There are extensions of the Lie algebra of an 
analytic group (Le., a connected Lie group) which do 
not induce corresponding analytiC group extensions. 
Anyway, Lie algebra extensions can be of much help 
in the study of analytic group extensions, since no 
topological difficulties are involved, and they give a 
good deal of information for the solution of the latter 
problem.9 Galindo studied some Lie algebra exten­
sions of the POincare algebra and his study was pur­
sued in Refs. 10 and 11. 
The purpose of this paper is the study of Lie algebra 
extensions in a constructive way. As physicists are 
interested in the determination of some Lie algebra 
extensions, we look for the tools in order to accom­
plish this task. We derive some conditions which 
must be satisfied by the considered extensions, and 
give a procedure for the construction. In Paper I we 
formulate general results, valid for any Lie algebra 
extension, and we analyze more extensively the case 
of some types of Lie algebras which frequently ap-
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pear in physical problems. In the Paper II we will illu­
strate the results of the present paper in the case of 
the Lie algebras of the Euclidean, Galilean, and Poin­
care groups. 

FollOwing Calabi, 12 we introduce in Sec. 1 the idea of 
sliced extension,13 and examine the physical meaning 
of this definition. The fundamental problems of Lie 
algebra extension theory are then formulated and we 
give a procedure for the solution. Given an arbitrary 
extension (8, p), we can consider some particularly 
important related sliced extensions, the w- sliced ex­
tensions. These give directly information about the 
structure of the Lie algebra 8. From the set of ex­
tensions of any Lie algebra we pick out the primitive 
extensions, which are the baSic elements of the set. 
They are all extensions by Abelian Lie algebras. 

Section 2 is mainly devoted to the study of irreducible 
extensions, which form the core of any extension. In 
this case, conditions are given which must be satis­
fied by the Lie algebras coming into the picture. We 
associate with an w- sliced extension one graph which 
allows for a visualization of these requirements. 

The paper ends with two appendices. In Appendix A 
we give examples of some peculiarities of the exten­
sions by non-Abelian Lie algebras. A theorem per­
mitting the selection of a useful complete set of 2-
pseudococycles is proved in Appendix B. 

Notation And Some Conventions 
We consider exclusively vector spaces, modules, and 
Lie algebras of finite dimension over a fixed, but 
arbitrarily chosen, field F of characteristic O. This 
is taCitly understood throughout the paper. 

Capital script letters ct, ill, ••. denote Lie algebras, 
and the corresponding capital italic characters A, 
B, ... their underlying vector spaces. If cp is a 
(linear) representation of a Lie algebra 9 on a vec­
tor space V, then VI" is the 9 -module associated with 
cp. The 9 -module Vo (associated with the trivial re­
presentation cp = 0) is said to be trivial, and by a 
basis of VI" we understand a basiS of V._If 2{ is a sub­
set of elements of some vector space, 2{ denotes the 
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ed the group extension problem in physics, following 
Michel's nice exposition of the usefulness of group 
extensions in quantum mechanics at the Istanbul Sum­
mer School, 1962.1 Some important contributions to 
the problem were given by Michel himself, 2- 5 espe­
cially for extensions of the Poincare group. 

But, already in his paper on continuous unitary repre­
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ci tly solved a group extension problem, determining 
all equivalence classes of analytic central extensions 
of the universal covering group of PI by U(l). As is 
now well known, there is only one such equivalence 
class, that of trivial extensions. This problem was 
generalized by Bargmann, 7 who studied the continuous 
unitary projective representations of simply connec­
ted topological groups. For the exceptional case of 
Lie groups, Bargmann reduced the group problem to 
an equivalent Lie algebra extension problem. As 
noted by Galindo,8 this is possible in the case studied 
by Bargmann, but not for every analytic group exten­
sion. There are extensions of the Lie algebra of an 
analytic group (Le., a connected Lie group) which do 
not induce corresponding analytiC group extensions. 
Anyway, Lie algebra extensions can be of much help 
in the study of analytic group extensions, since no 
topological difficulties are involved, and they give a 
good deal of information for the solution of the latter 
problem.9 Galindo studied some Lie algebra exten­
sions of the POincare algebra and his study was pur­
sued in Refs. 10 and 11. 
The purpose of this paper is the study of Lie algebra 
extensions in a constructive way. As physicists are 
interested in the determination of some Lie algebra 
extensions, we look for the tools in order to accom­
plish this task. We derive some conditions which 
must be satisfied by the considered extensions, and 
give a procedure for the construction. In Paper I we 
formulate general results, valid for any Lie algebra 
extension, and we analyze more extensively the case 
of some types of Lie algebras which frequently ap-
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vector space generated by I2t and, if V and Ware sub­
spaces of the underlying vector space of a Lie alge­
bra, [V, W) is defined as {[v, w)lv E V, WE W}.14 
Suppose that an equivalence relation R is defined in 
a set 6. Then, if x E 6, we write;£ for the equivalence 
class of x, tacitly understanding" modulo R" if no 
misunderstanding is possible. 

The direct sum (resp. the direct product) of vector 
spaces, modules, and Lie algebras is symbolized by 

EB (resp. by x), and ct -8 ffi means a semidirect sum of 
a and ffi, with ideal <B. If both I2t and ){l are sets, resp. 
vector spaces, Lie algebras, or g - modules, then 12t--> 
){l (morphism of I2t into ){l) denotes a map, resp. a 
homomorphism of vector spaces, Lie algebras, or S­
modules. -, >-> and >-» (or~) mean epi-, resp. mono­
and isomorphisms (Le., surjective, resp. injective 
and bijective morphisms). If a is a linear map of a 
into ffi, we write av for the induced morphism A --> B. 

The follOwing symbols are also used: 

c: proper set inclusion; 

N = N*U{O}: set of positive integers; 

<:?-(a): center of a; 

D(a), I(a), t.(ct) = D(ct)/I(ct): Lie algebras of, 
respectively, all derivations, inner derivations, 
and outer derivations of Ci; 

L(Ci,ffi): vector space df all linear maps of Ci in­
to ffi; 

hom(ct,ffi): set of all Lie algebra homomorphisms 
of a into 03; 

g£(V): Lie algebra of all endomorphisms of V. 

We refer to Refs. 10 and 11 for the basic concepts of 
Lie algebra extension theory. In particular, by an 
extension of ffi by Ci we mean an ordered pair (S,p), 
where p: S- ffi and Ci = Ker p. 

1. SLICED AND PRIMITIVE EXTENSIONS 

A. Sliced Extensions and Their Equivalence Classes 

The concept of equivalent extensions is a fundamen­
tal one in the mathematical theory of Lie algebra ex­
tensions. In fact, the principal problem of this theory 
is the analysis of the set ext(ffi, Ci) of equivalence 
classes of extensions of ffi by ct, for a given pair of 
Lie algebras ffi and Ci. Notice that all extensions of 
an equivalence class have the same character, 11 and 
therefore we can consider the sets ext(ffi, a, <1» of 
equivalence classes of extensions of ffi by a with 
character <1> for any <1> E hom(03,t.(ct». The union 
of these sets is ext(ffi, a). 

Also for physical problems the equivalence classes 
of extensions can be the relevant objects. For ex­
ample, the study of continuous unitary projective 
representations of connected Lie groups gives rise 
to the problem of central Lie algebra extensions by 
the Lie algebra of U(1).7,15 Two equivalent exten­
sions are related to associated projective represen­
tations, whereas two inequivalent extensions give non­
similar projective representations. This is the root 
of the well-known Bargmann's superselection rule 
of the nonrelativistic mass. Another example of the 
relevance of equivalence classes of extensions, but 
now in the case of (abstract) group extensions, was 

given by Lurc;at and Michel. I6 They found that, be­
tween the equivalence classes of central extensions 
of P1 by the unitary gauge group whose infinitesimal 
generators are the operators of the super- conserved 
charges (electric, baryonic, and totalleptonic), only 
one is realized in nature. The "physical extensions" 
are characterized by the relation 

(- l)2j = (- l)b+l, 

where j is the total angular momentum of any state 
of a system of particles, b its baryonic number, and 
l its total leptonic number (l = ill + l e) • 

But the pertinence of the mathematical partition in 
classes of equivalent extensions to the physical rea­
lity depends strongly on the problem conSidered. 
OccaSionally, a coarser subdivision can be suitable, 
for instance, that given by the consideration of exten­
sion types.10,11 We have an example of this in the 
case of group extensions: The crystallographic space 
groups can be obtained from extensions of point 
groups by free Abelian groups, 17 and in crystallo­
graphy isomorphic space groups are usually identi­
fied. Sometimes a finer partition of the set of exten­
sions can be needed in order to give the solution of 
a physical problem. In fact, even if we know that an 
extension (S, p) of 03 by a appear s in a given problem, 
this is, in general, still not sufficient for the physical 
interpretation of the result: One must know the con­
nection of 03 and a in S. This was emphasized by 
Michep,4 in the case of group extensions, and the 
same reasons fit obviously in the algebraic case too. 
An example of the occurence of such a problem will 
be published elsewhere. 18 

The relationship of ffi and Ci can be established by con­
Sidering, together with (8,p), also a section a of (8,p) 
over ffi,lO and constructing then a new object, a sliced 
extension. 12 

Definition 1: A sliced extension of 03 by Ci (with 
character <l» related to (S,p) is an ordered triple 
(S,p, a), where (S,p) is an extension of ffi by a (with 
character <l» and a a section of (S, p) over <B. 

Any sliced extension (S, p, a) of 03 by a determines 
uniquely a natural decomposition 

E = av(B) EB A 

of the vector space E underlying S, where B is iso­
morphic to av (B) by <Tv' In fact, av is a monomorphism 
by the definition of section. 

For any extension (S, p) of ffi by a we have a collec­
tion of sliced extensions: one for any section of (8, p) 
over <B. Consequently, there are a lot of possibilities 
for the connection of ffi and (t in S. In general, only 
few of these are significant for a physical problem. 
The example in Ref.l8 is an illustration of this as­
sertion: The charge and hypercharge operators for a 
hadronic system are obtained from two different slic­
ed extensions of the one-dimensional Lie algebra of 
the electric charge by S'll(2lt (the Lie algebra of iso­
spin). Actually, in this problem we have two phYSi­
cally relevant equivalence classes of sliced exten­
Sions, according to the following. 

Definition 2: The sliced extensions (S, p, a) and 
(S', p', a') of ffi by a are said to be equivalent, if there 
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is a Lie algebra homomorphism y of B into B' such 
that CT' = yoa and the following diagram is commuta­
tive, 

L and L' being the canonical monomorphisms. 

If (B,p, a) and'(B',p', a'} are equivalent, we write 
(B, p, a)~ (B', p', a'), where y is the homomorphism 
(actually an isomorphism) which establishes the equi­
valence according to Definition 2. This requires (B, p)~ 
(B',p') too, Le., the equivalence of (B,p) and (8',p') 
by y.1 0 It is easy to see that Definition 2 gives rise 
to an equivalence relation in the set of sliced exten­
sions. 

With a sliced extension (B,p, a) of <B by a, with charac­
ter q" is associated one and only one (2; <B, a, q,)­
pseudococycle 11 (cp '/2) defined by 

/2(b,b') = [a(b},a(b'}] - a([b,b']}, cp(b) = adaa(b), 

ada: 8 ~ D(a) being defined by 

(adae}a = [e, a] for all a E a. 

We call (cp '/2) the (2; <B, a, q, )-pseudococycle of 
(B, p, a). The Lie algebra structure of 8 can now be 
given as follows. Any element e E B can be written 
as e = a(b) + a, where b E <B and a E a are uniquely 
determined bye. Then 

fe, e'] = [a(b) + a, a(b') + a'] = a([b,b']) 

+ [a, a'] + cp(b)a' - cp(b')a + /2(b,b'). (1. I} 

If the extension (B, p) is kept fixed, and we consider 
all sections of (B, p) over <B, we obtain a set of re­
presentatives of the equivalence classes of sliced 
extensions related to elements of (B,p). But two ele­
ments (B,p,a) and (B,p,a') of this set still can be 
equivalent. This is the case if there exists y : 8 ~ 8 
such thaty(a) = a andy(a(b» = a'(b),Le.,if 

[a(b) + !l(b), a(b') + !l(b')] 

=a([b,b'J) +!l([b,b']) +!2(b,b') (1.2) 
and 

[a(b) + !l(b),a] = [a(b),a] for all a E a, b,b' E <B, 

where!l = a' - a. (1. 2) implies 1m! 1 ~ e(a) and 
l\ (cp VI = O. Conversely, if these conditions are satis­
fied, (8,p,a) J;, (B,p,a'). Thus it is plain how to 
select, starting from (B, P, a), one representative 
from each equivalence class of sliced extensions re­
lated to elements of (S,p). We can summarize these 
remarks by saying that any extension generates a 
complete set of representatives of the corresponding 
equivalence classes of sliced extensions. 

It must be noted that the relation between sliced ex­
tensions and pseudococycles gives rise to a surjection 
of the set of sliced extensions onto the set of pseudo­
cocycles which is, in general, not injective. We have 
the following. 

Proposition 1: Let (8, p, a) and (S', p', a') be 
sliced extensions of <B by a with character q, and let 
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(B,p)~ (B',p'). Suppose further that (CP'/2) and (cp''/i) 
are, respectively, the (2; <B, a, q, )-pseudococycles 
of (B,p, a) and (B',p', a'). Then (CP'/2) = (cp',/{) if 
and only if 1m/ 1 ~ e (a) and 61 (cp )!1 = 0, where!l = 
yoa - a'. 

Proof: If 1m/I s: e(a), then 

cp'(b) = ad(1a'(b) = ad (1 (yoa)(b) = cp(b) for all bE <B 

since 

(ad(1(yoa)(b»a = [(yoa)(b) , a] = y([a(b),a]) 

= [a(b),a] for all a E a. 

If in addition 61 (cp )/1 = 0, we have 

!;(b,b') = [a'(b),a'(b')] - a'([b,b']) 

= y{[a(b), a(b')]- a([b, b'])} - (Ol(CP)/l)(b,b') 

=/2(b,b') for all b,b' E <B. 

It is obvious that, conversely, cp' = cp requires 1m/I 
.s e(a) and/; =/2 requires 0l(CP)/l = O .• 

Clearly, if (B, p) ~ (8', p'), then (B, P, a) and (B', p', a') 
have never the same (2; <B, a, q, )-pseudococycle, what­
ever the sections a and a' are. The necessary and 
sufficient conditions of Proposition I are obviously 
satisfied if (B,p, a) J, (B",p', a'): Two equivalent slic­
ed extensions have always the same pseudococycle. 
Proposition 1 gives rise to a new equivalence rela­
tion in the set of all sliced extensions of <B by a with 
character q,: (B,p, a) and (B',p', a') are equivalent if 
there exists 1': B ~ B' such that (B,p) ~ (B',p'), and 

!1 = yoa- a' satisfies I~fl.s e(a) and 0l(adaoo)!1 = 
O. There is then a natural bijection of the quotient of 
the set of sliced extensions of <B by a with character 
q, by this new equivalence relation onto 3 ~ (<B, a) .11 

If we consider the sliced extension (B, p, a) of <B by a 
with character q"keeping (B,p) fixed we let a run 
over the full set of sections of (B, p) over <B, then the 
(2; <B, a, q, )-pseudococycle (cp '/2) of (B, p, a) runs over 
the full equivalence class (cp,/2). We can summarize 
this by saying that any extension is associated with 
an equivalence class of 2-pseudococycles. 

B. Fundamental Problems of the Lie Algebra 
Extension Theory 

We are now faced with the follOwing general prob­
lems: 

(I) Determine all extensions of <B by a, <B and a 
being an arbitrary pair of Lie algebras. It suffices 
to determine a complete set of representatives of the 
equivalence classes of extensions of <B by a, Le., one 
representative from each class. 

(II) Determine all sliced extensions of <B by a. Again 
it is sufficient to determine a complete set of repre­
sentatives of the equivalence classes of sliced ex­
tensions of <B by a. 
The main theorem of Lie algebra extension theory 1 1 
supplies us with a bijection 

O! : ext(<B, a, q,)~.p$ (<B, a), (1. 3) 

so established that the Lie multiplication in the Lie 
algebra B of an extension (8 ,p) of <B by a with charac-
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ter «P is given by (1. 1) if (cp,h)E -Pl{CB, a) is the 
image of (S ,p) E ext(ffi, a, «p) by Q!. 

This is the analog of Schreier's theorem for exten­
sions of abstract groups. 19 ext(CB, a) is the union of 
the sets ext(CB, a, «p) for all «P E hom(ffi,.l. (a», and we 
have to consider all the corresponding sets -P l(CB, a). 
It must be remarked that we can have -P t(ffi, a) = ¢ 
for some «P [and consequently ext(CB, a,«p) = ¢]. The 
Mori-Hochschild theory of Lie algebra kernels states 
that -Pi(CB, a) ". ¢ if and only if Obs(ffi, a, «p) = 0 
(Refs. 11, 20, 21). 

The bijection (1. 3) allows the translation of problem 
(1) into the following: 

(I') For any q, E hom(ffi,.l. (a» such that Obs(CB, a, «p) = 
o determine a complete set of (2; ffi, a, «P )-pseudoco­
cycles. 

The solution of problem (II) does not meet particular 
difficulties. Suppose that we have a representative 
(cp '/2) of an equivalence class of (2; CB, a, «P)-pseudo­
cocycles. We define a Lie algebra extension (S, p) of 
the equivalence class 0- 1 (cp,/2) as follows. Let E' be 
the vector space B x A. Consider a Lie algebra S' 
with the Lie multiplication 

reb, a), (b ' , a')] = (fb, b'], (a, a'] + cp (b )a' - cp (b/)a 

+ 12(b,b'» for all a,a' E a, b,b' E ffi. 

S' becomes S ;> a by the natural identification of 
({o}, a) ~ S' with a. We also define p by p«b, a» = b 
and a section u of (S,p) over ffi by a(b) = (b, 0), and 
then (S, p, u) is a sliced extension of CB by a with 
character «P and (2; ffi, a, «P )-pseudococycle (cp '/2)' 
Notice that (b,a) = a(b) + a, and therefore the Lie 
product of (b, a) and (b', a') coincides with that given 
by (1.1). 

A complete set of representatives of the equivalence 
classes of sliced extensions related to elements of 
(S,p) is now easily obtained starting from (S,p,a) 
(see Sec.1A). We have already remarked that, in a 
physical problem, only few equivalence classes of 
sliced extensions are allowed: The relation at = 
a + 11 induces a relation between physical quantities, 
which must be satisfied in nature. In the example of 
Ref. 18 we obtain the Gell- Mann- Nishijima formula. 

The present paper is mainly devoted to the solution 
of problem (1)[ or (I')]. This is a more difficult prob­
lem, and it depends strongly on the Lie algebras in­
volved. We will give some general results as hints 
for its solution, and a deeper characterization for 
special types of Lie algebras which often appear in 
physical problems. 

When a is an Abelian Lie algebra, problem (I') re­
duces to the study of the vector spaces H2 (ffi, A.p) (Refs. 
10,11,22). The difficulty in this case resides in the 
fact that one must know the representations «P of ffi on 
A which are, in general, hard to compute.23 Once the 
representations are known, we have to solve a simple 
problem of linear algebra. 

When a is not Abelian, problem (I') is, in general,very 
difficult. The analYSis of -P i(ffi, a) requires the know­
ledge of 1> E hom(ffi, ~ (a» and consequently of ~ (a), 
the Lie algebra of outer derivations of a. The com­
putation of 6(a) is not very hard, since Hl(a,A ad) is 
its underlying vector space, ad being the adjoint re-

presentation of a (on A). But only little is known 
about the relation between the Lie algebra structure 
of a and that of .l.(a).24,25 Moreover, if we suppose 
to have «P E hom(ffi,.l. (a», it must be proved that 
Obs(ffi, a, «p) == o. A sufficient, but obviously not neces· 
sary, condition is H3{ffi, c(a)y> = {O}, whereC(a) is 
the vector space underlying e.(a). w:ffi -> g£(C(a» 
is defined by w(b)c = cp(b)c for all c E C(a), cp being 
any pre representation of ffi into D( a) lifted over «P. 21 
'II does not depend on the particular choice of cp, but 
only on «P. We call it the central character deter­
mined by «P. 

Given «P E hom(ffi, 6 (a» such that Obs (ffi, a, «p) == 0, 
we must compute -Pi(ffi, a), and for a non-Abelian 
this is, in general, quite arduous. But the analysis of 
the Abelian case can be of help Since we have a bi­
jection. 

(1.4) 

where 'II is the central character determined by «P. 
The bijection is defined as follows. Select a (2; ffi,a, «p)­
pseudococycle (CP,g2) which is kept fixed. Let 
now (cp''/{) be any (2;ffi, a,<.p)-pseudococycle;then, 
by Lemma 1 of Ref.n, there exists (CP'/2) E (cp',/i), 
cp being the fixed prerepresentation. 1?,.-g2 canlie 
identified with an element of Z2(ffi, C(a)t), since 
Im(f2-g2) ~ ~ (a). The bijection (1.4) is such that 
f3(CP''/2) = h-g2. Clearly,if we replace (CP;,g2) by 

another (2; ffi, a, «P)-pseudococycle of the same equi­
valence class, we have exactly the same bijection (3. 
We can then replace (1.4) by 

(1. 5) 

where (CP,g2) means that the bijection (1.4) is defined 
as above picking out one element of the class (CP,g2). 
Any element of -Pi(CB, a) determines a differenf"6l-" 
jectibn. 

H2(ffi, C(a)w) being a vector space, we can transport 
its structure on ext(ffi, <1., «p) by means of a bijection 
0- 1

0 f3<Jg
2

) [(CP,g2) E .p~(ffi, a) and a of (1. 3)]. Sup-

pose that there exists one and only one equivalence 
class of inessential extensions of ffi by a with charac­
ter <I>. We choose the bijection A == 0- 1 0 f3("J.O) of 
H2(ffi,C(a).) onto ext(~, a, «p), and then the unique 
class of inessential extensions is the image of 0 E 

H2(ffi, c(a)t) by A. Through A, ext(ffi, a, «p) becomes a 
vector space Ext(ffi, a, «p) naturally isomorphic to 
H2(ffi, C(ah). We have a generalization of the Che­
valley-Eilenberg theory 10, 22 for a non-Abelian. 
Clearly, this generalization is not possible if there 
exist many or no equivalence classes of inessential 
extensions: We can always supply ext(ffi, a, «p) with a 
vector space structure, but this is not a natural one 
for the extension theory. We will show in Appendix 
A, by some examples, that the cases of no or many 
equivalence classes of inessential extensions really 
occur. Ifli E L(ffi, a), let .l.1(cp)/1 be the bilinear 
alternating map of <B x <B into a defined by 

We can give the follOwing uniqueness criterion. 
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Proposition 2: In order that there exists one and 
only one equivalence class of inessential extensions 
of CB by a with character .p, it is necessary and suffi­
cient that 

(1) there be a representation cp E: hom(CB, D(a» lilt­
ed over.p, 

and 

(2) for any 11 E: L(CB, a) with 

Im(o.l (cp)/1 ) S e(G) 

there is/; E: L(CB, (1) such that 1m/{ S e(a) and 
01 (cp)/; = tl1 (cp )/1 , 

(1. 7) 

Prool: Necessity: Condition (I) is necessary by 
Theorem 1 of Ref. 11. Suppose that (2) is not satis­
fied. Consider IA E: L(<B, a) such that no/{ E: L(CB, a) 
with lm/; S e(a) and 0l(cp)/{ = tl 1(cp)/1 exists. If 
cp' = cp + ad o/ l , then (cp', tl 1(cp)/1) E: .3~(CB, ct} and 
(cp', tl 1 (cp)/1) = ~. But, by (1. 7), cp' is a repre-

sentation, and hence (cp', 0) E: .3 ~ (CB, G). Moreover, 
(ep',O) '" (cp I, tl1 (cp )/1> by our assumption, Le., (ep', 0) '" 

(cp,O). Then we have two equivalence classes of in­
essential extensions a-1(ep', 0) and a-1~, a being 
the bijection (1.3). 

Sulliciency: Suppose that the conditions (1) and 
(2) are satisfied and consider cp' E: hom(CB,D(a» lift­
ed over cp. There exists 11 E L(CB, ct) such that cp' = 
cp + ad 0/1, and then (cp/, tl1 (CP)/l) = (cp, 0) by (1. 7). As 

(cp', tl1 (cp )11) = (cpl,~), sincetl 1 {cp )/1 = 01 (cp)1t' = 
01 (cp ')/;, we get (cp, 0) = (cp', 0). This implies the exis­
tence of one and only one equivalence class of inessen­
tial extensions. 26 • 

Now we can prove the follOwing result quoted by 
Galindo8 : 

Corollary: A necessary and sufficient condition 
that any inessential extension by a with character 0 
be trivial is that the extension (a, ad) of I(a) by e(a) 
be inessential. 

Prool: If a and CB are arbitrary Lie algebras, 
there exists always one equivalence class of inessen­
tial extensions of <B by a with character 0: the class 
of trivial extensions. A representation cp E 

hom(CB, D(a» lifted over 0 is then the trivial one. Sup­
pose that the class of trivial extensions is the unique 
equivalence class of inessential extensions by ct with 
character 0, and consider CB = l(ct). If a is any sec­
tion of (a, ad) over I(a), we can define/1 E L(I(a), ct) 
by 11 (b) = a(b) for all b E l(a). Then/l satisfies (1. 7) 
with cp = 0, tl1 (0)f1 being the factor set associated 
with a, and (a, ad) is inessential by condition (2) of 
Proposition 2. Conversely, if (a, ad) is an inessential 
(central) extension of I(a) by e(a), there is a section 
a of (ct, ad) over I(ct) such that ct = a{I(a» EJj e(ct). CB 
being an arbitrary Lie algebra, choose (j} = 0 and con­
Sider the projection IT ( ) of a onto e(ct). Iff), E 

(L(CB, ct) satisfies (1. 7)~~e must have (tl1 (O)f l),{b, b /) = 
-lTe«ufl<lb,b']),for all b,blE:CB. This implies 
o~ (O)f{ = tll (O)f1. if we choosef; E L(<B, ct) defined by 
f1 (b) = lTe «(J.)f1(b). The wanted result follows from 
Proposition 2. 
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Independently of the uniqueness or not of the equiva­
lence class of inessential extensions, the bijections 
(1. 5) are very useful in solving problem (I'). We can 
select an equivalence class of .3i(CB, a) and, keeping 
an element (CP,g2) of this class fixed, choose a re­
presentative (2;CB,C(ct)it)-cocycle h2 from each equi­
valence class of Z2(CB, C(a)IJI)' Then we consider 
(cp.f2) E: .3 i(<B, G.), where/~ = h2 + g2' If h2 runs over 
all classes of Z2(CB,C(ct) it J, (cp,/2) runs over all clas­
ses of.3 i(CB, G.). Moreover, if ~2 '" ~~ and/; = h; + 
g2' then (cp,/2) ,r (cp'/i). Thus we have to choose suit­
able representatives of the equivalence classes of 
Z2(<B, C(G.)IJI)' This can be done by means of the Hochs­
child-Serre theorem.10 ,27 The reduction theorem of 
Ref. 11, which is a generalization, in the case of (i. non­
Abelian, of the Hochschild-Serre theorem for n = 2, 
allows an appropriate choice of (cp,gz)' We will prove 
in Appendix B a theorem which implies the previous 
remarks. Actually the reduction theorem is a stronger 
result, and its application to our problem already in­
cludes the choice of h2 according to the Hochschild­
Serre theorem. The meaning of the reduction theorem 
is the follOwing. Let (8,p) be an extension of CB by a 
with character .p, and suppose that ~ is an ideal of CB 
such that <B/~ is semisimple. By Levi's theo­
rem14,28,29 any extension of a semisimple Lie alge­
bra is inessential. Therefore, <B has a subalgebra :> 
isomorphic to <B/~ by the canonical epimorphism CB ~ 
CB/~, and <B = S fl!l). Then there exists a sliced exten­
sion (8,p, a) with (2;CB, G., .p)-pseudococycle (CP,!2) 
which satisfies 

12 (s, b) = 0 for all s E: S, b,b' E <B 

cp(s)/2(b, b') =/2([ s, b], b') + 12(b, [s, b ']), (1. 8) 

Le',!2 is w-orthogonal to S, with w = cp 13.1 1 W is a 
representation of 3 into D(ct) lifted over cp I S, and 

[ <p( s ), cp (b)] = <p ([ S, b]) for all s E: 3, b E CB. 

It follows also, from the proof of the theorem, that w 
can be chosen in such a way that, for any s E 3, 
w(s) = 0 if and only if .p(s) = O. We say that such an 
w is isomorphically lifted over .p I s. If (8', p') is any 
other extension of <B by ct with character .p, there 
exists a sliced extension (8',p',a') with (2jCB, ct,<J?)­
pseudococycle (<p.f;) (the same cp as above), where 
I; is w-orthogonal to S. Our remarks fit in particu­
lar if ~ = CR, the radical of CB, i.e., if CB = 3 -B CR is a 
Levi decomposition, S being a maximal semisimple 
subalgebra of <B. 

Obviously, the reduction theorem gives a trivial re­
sult whenever the maximal semi simple subalgebra of 
CB is {O}, i.e., if <B is solvable. But many Lie algebras 
of interest in physics are not solvable (for example, 
the Lie algebras of the EUClidean, Galilean, and POin­
care groups). 

C. w-Sliced and Primitive Extensions 

The Lie algebra 8 obtained from an extension (8, p) 
of CB by ct has some well determined Levi decompo­
sitions induced by those of CB and ct, as appears from 
the follOwing result which generalizes Theorem 5 of 
Ref.H. 

Theorem 1 (structure theorem): Let ct= S1 -B CR l 
and CB = 32 -B CR2 be arbitrary Levi decompositions of 
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(i and <B, and suppose that DneR l = {O},DmeR 2 = {o}. If 
(8, p) is an extension of <B by tl, there exist a sliced 
extension (8, p, a) and a Levi decomposition 

where a(S2) is isomorphic to S2 by P and [av (R2)' S 1] = 
{O}. The radical ffi of 8 is such that R = av (R2) EEl Rl 
and Dm+neR = {o}. 

Proof: eR l is an ideal of 8, hence (8/eR v p) is an 
extension of <B by tl/eR v where Pq : 8/eR l - <B IS the 
epimorphism obtained from P by passing to the quo­
tient. tl/eR l is semisimple, and there is an isomor­
phism 1): SI>-* tl/eRJ> the restriction to SI of the cano­
nical epimorphism of tl onto a/eR l • Then there is a 
sliced extension (8/eR v Pq, aq) such that 

(1. 9) 

aq being a monomorphism. Put S = aq (S2) EEl 1)(SI) and 
consider the canonical epimorphism P*: 8 - 81 ffi 1 . 
(8,p*) is an extension of 8/ffi 1 by ffi1 (with character 
<I>*), and by the reduction theorem we may consider a 
sliced extension (8, p*, a*) whose (2; 8/ffi1, ffiv <I>*)­
pseudococycle (cp* '/2*) is such thatf2* is w*-orthogo­
nal to S, with w* = cp* I S isomorphically lifted over 
<I> * I S. Moreover, a* can be chosen to satisfy26 

Put a* 0 aq = a and consider the vector space M = 
av (R2) EElR1 '8 induces on M the structure of an ideal 
~: If m = a(r) + r1 is any element of M and e = 
a*(~) + r{ any element of 8, then 

[e,m] ={a*([~,aq(r2)]) + [r1',r1] + CP*(~)r1 
- cp*(aq(r2»r{ + f2*(~' aq(r2»} E M, 

since a*«~, aq (r 2)]) E av (R2)' ~ is a solvable ideal 
too: 

[a(r2), a(ri)] ={a([r2 ,r2]) + f 2*(aq(r2), aq(ri»} E ~ 

and 

[a(r2),r1] = cp*(aq(r2»r1 E ~ 

for all r 2' r i E ffi 2' r 1 E ffi 1> 

therefore, 

DIM ~ av (D 1R2) EEl RI 

and analogously 

[JiM S; av (DiR2) EEl Rv 

where DiM (DiR2) means the vector space underlying 
Di~(DieR2)' For i = m we obtainDmM c Rl and in­
fer Dm+n~ = {O}, Besides, a* I S is a monomorphism, 
and thus a*(3) = 3 1 EEl a(S2) is a semisimple Lie 
algebra supplementary to ~ in 8 and a(~) is iso­
morphic to S2 by p. Hence'Jlt = ffi, the biggest solv­
able ideal, and 

8 = (a(S2) EEl 31) -9 ffi. 

Moreover, 

[a(r2), Sl] = a*([aq(r2)' 1) (Sl)]) = 0 

for all r2 E ~, s1 E 31, 

by (1. 9). We end the proof observing that a is really 
a section of (8,p) over <B, Indeed P = pqop* and 
p(a(b» = b for all b E <B .• 

Notice that, choosing (8, p, a) as in the proof, we have 

An immediate consequence is then the following, 

Corollary: Let tl and <B be as in Theorem 1. If 
(8,p) is an extension of <B by tl with character <I> , 
there is a sliced extension (8,p,a) whose (2;<B,a,<I»­
p.seudococycle (CP'/2) hasf2 w-orthogonal to S2' w = 
cp I 32 being isomorphically lifted over <I> I 32, and satis­
fies CP(<B)Sl = {O} and Imf2 ~ ffil' 

If (8',p') is any other extension of <B by a with 
character <I>, there is a sliced extension (8 ' ,p', a' ) 
with (2; <B, ct, <I»-pseudococycle (cp'/2/)' wherefi is w­
orthogonal to S2' cp being the prerepresentation of the 
corollary andf2 =f2 + h2' h2 E Z2(<B, C(ct)>j<) (see the 
theorem of Appendix B), It follows that Imfi S; ffi I' 
This suggests the follOwing. 

Definition 3: We say that a sliced extension of <B 
by ct with character <I> is an w -sliced extension for 
the Levi decompositions ct = S1 -B ffi1 and <B == S2 -B 
ffi 2, if its (2; <B, tl, <I> )-pseudococycle (cp '/2) hasf2 w­
orthogonal to S2' with w = Cf! I S2 isomorphically lifted 
over <I> I S2' and cp (<B)SI = {O}, Imf2 S; ffi 1. 

The corollary can now be stated as follows: With 
(8, p) as in Theorem 1, there exists an w-sliced ex­
tension (8, p, a) for the Levi decompositions ct = 
Sl -Bffi1 and <B = S2 -B ffi 2, 

w- sliced extensions are clearly dependent on the 
chosen Levi decompositions, But the result of the 
preceding Corollary is valid for any fixed Levi de­
composition of tl and <B, Whenever we speak of w­
sliced extensions throughout this paper, it must be 
understood as "for the Levi decompOSitions ct = SI -B 
ffi1 and <B = S2 -B ffi 2," 

Note that, even if <B is solvable and hence any 
(2; <B,ct\ <I»-pseudococycle (CP,j2) hasf2 O-orthogonal to 
32 = {Or, the result of the corollary is not trivial: 0-
sliced extensions can be selected according to it with 
{2{<B,ct,<I»-pseudococycles (CP'/2) satisfying CP(<B)SI = 
{Or and Imf2 ~ ffi I' 

Let 6. 1 (cp)f I be the bilinear alternating map of <B x <B 
into ct defined by (1. 6). The following proposition 
answers the question about the relation between w­
and w'-sliced extensions. 

Proposition 3: Let (8,p, a) and (8,p, a') be sliced 
extensions of <B by ct with character <I>. Suppose, 
moreover, that (8,p, a) is an w-sliced extension with 
(2; <B, ct, <I> )-pseudococycle (CP;/2) , A necessary and 
sufficient condition that (8, p, a' ) be an w' - sliced ex­
tension is that!l = a' - (J satisfy 

(1) Imf1 S; ea (31), the centralizer of Sl in ct, 

(2) (Ill (cp )f1)(s2' b) = 0 for all s2 E S2' b E <B. 

Proof: If (cp ''/2) is the (2; ill, ct, <I> )-pseudococycle 
of (8, p, a/), thenfi =f2 + 1l1.(CP )f1 • Condition (2) 
means {.:l1(CP)!I)s = 0 for aUs2 E 32 (in the notation 

2 
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of Ref. 11), and obviously it is necessary in order to 
have (cp',!.;) E 3 $.w, (ffi, S2, a), w' = cp' I S2' Moreover, 
cp'(ffi)3 1 = {o} requires Imf1 ~ ea (3 1), since 

cp'(b) = cp(b) + adf1(b) for all bE ffi, 

and cp(ffi)3 1 = {o}. Suppose now that, conversely, con­
ditions (1) and (2) are satisfied. We first prove 
ea (3 1) S; <R 1 • Let sl + r l be any element ofea (3 1), 

with Sl E 31' r l E <R l . This requires 

[Sl + r1' s{] = Of or all S1 E 31 , and thus we gets l = 0, 

Le.,ea(Sl) S; <Rv from the semisimplicity of 3 1, For 
all b, b' E ffi, cp (b )fl (b') E <R l' since fl (b') E ea (3 1) S; 
<Rl and <R1 is a characteristic ideal of a. It follows 
that Im(~ 1 (cp)f 1) s;. <R l' and then Imf2 S; <R 1, cp' (ffi)SI = 
{O}. Moreover, as (f2)S2 = 0, 

s2(w')1; = 01 (cp') (f 2> S = 0 for all s2 E 32 
2 

by (m.4) of Ref. 11, Le., (cp',h') E 3 i.w,(ffi, S2,a) and 
(B,p,a') is an w'-sliced extension .• 

If c..,' is any representation of S2 into D(a), we can 
equip A with the 32-module structure associated with 
w. By Weyl's theorem28,29 we obtain a semisimple 
32- module Aw' In particular, every w- sliced exten­
sion of ffi by a with character q, determines one S2-
module Aw , which can be kept fixed for all ~xtensions 
of ffi by a with character q, (remark followmg Corol­
lary to Theorem 1). 

Definition 4: We call fundamental S2- module of 
an w-sliced extension of ffi by a with character q, 
and (2; ffi, a, q, )-pseudococycle (cp ,f2) the semisimple 
32-module A (CP,J2) induced by Aw on Im!2' 

The vector space Imf2 <; A, generated by Imf2' be­
comes in fact an 32-submodule of Aw by (1. 8). Two 
cases are particularly important: 

(i) A (cp ,12) = {O}: (B, p) is then an ine ssential ex-
tension; 

(ii) A(CP,J2) simple S2-module. 

Consider the set (.f (32, <R 2) of isomorphism classes 
of simple fundamental 32- modules of 4J- sliced exten­
sions of ffi (w variable). If 3; is another Levi factor 
of ffi there is a corresponding set (.f (S;, <R2) and a 
natu~al bijection of (.f (3;, <R 2) onto (.f (32, <R2) which 
allows the identification of these two sets. We will 
now show that ~ (3 2, <R 2) is a finite set. In order to do 
this, we define a representation Q: S2 -7 S£(R2) by 

Q(s)r = [s,r] for anyr E <R 2, (1. 10) 

and we obtain an associated S2-module R 2Q • If 

A(CP,!2) is the fundamental S2-module of an w-sliced 
extension of ffi, there is an epimorphism (of S2-
modules) 

2 
AR2 -A(CP,!2) 

n 
given by 

rl\r' Hf2(r,r') forallr,r'ER2n , 
2 

where the 32-module I\R2Q is the second exterior 
power of R2 (associated with the representation 

Q 
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2 
given by the diagonal action of S2 on I\R 2 ).28 From 

2 
the semi simplicity of AR2 it follows then easily that 
(.f (32, <R 2) is a finite set. Q 

The following result is now plain if we define the iso­
typical components and the length of semisimple 
modules as Bourbaki (Ref. 30, §3, Secs. 4 and 5) does. 

Proposition 4: Let Aw be the S2-module deter­
mined by an arbitrary w- sliced extension of ffi by a 
with character q,. If the lengths of the isotypical 
components of Aw of types belonging to (.f (3 2, <R 2) are 
all 0, then every extension of ffi by a with character 
q, is inessential. 

We now pick out some important extensions which 
are the cornerstones of the set of all extensions of ffi. 

Definition 5: An essential extension of ffi by a With 
character q, is a primitive extension if Aw is a simple 
32-module for any representation w of 32 into D(a) 
isomorphically lifted over q, I S2' We call also primi­
tive the truly trivial extensions of ffi, Le., the exten­
sions of ffi by {O}. 

If (B, p) is a primitive extension, then any extension 
of the equivalence class (B,p) is primitive too. We 
may speak of classes of primitive extensions. 

Theorem 2: Every primitive extension is an ex­
tension with Abelian kernel. 

Proof: Let (B,p) be a primitive extension of ffi by 
a and (B, p, a) an w-sliced extension. As 

Au = SI Ell Rl , 
Wi W" 

where w' and w" are, respectively, the subrepresen­
tations of w on SI and R l , the primi ti vi ty of (B, p) im­
plies SI = {O}. Then a is a solvable Lie algebra and 
D l a c a or a = {O}. But D l a is a characteristic 
ideal of a; hence it carries the S2-module structure 
induced by Aw' Again from the Simplicity of Aw we 
conclude that a = {O} or D l a = {O}, Le., a is Abelian. 

• 
It follows in particular from Theorem 2 that we have 
actually a unique representation of 32 into D(a) lifted 
over <I> 132, Moreover, since for an w- sliced exten­
sion (B,p,a) the fundamental S2-moduleA(cp,J2) ~ 
Rl , the preceding considerations give the follOwing. 

w" 

Corollary: Let (B, p, a) be an w- sliced extension 
of ffi by a with simple fundamental S2-module 
A(CP,!2)' Suppose further that a induces on A(CP,!2) 
the structure of a Lie algebra a (CP,!2)' Then 
.Ci(CP,!2) is Abelian. 

A few comments are now necessary. 

(1) Consider a primitive extension (B~p) offfi by a 
and an w - sliced extension (B, P, a) with fundamental 
S -module A(CP,!2)' a is Abelian by Theorem 2 and 
A ~cp ,!2) = Aw' BeSides, cp is an irreducible .repre­
sentation of ffi into D(a) and A becomes a SImple ffi­
module A.,p or A = {O}. If:JL is the nilradical of ffi, Le., 
the intersection of the kernels of all finite-dimen­
sional irreducible representations of ffi (the "radical 
nilpotent" of Bourbaki,29 which is contained in the 
"nil radical" of JacobsonI4), then by definition cp(:JL) = 
{O} . 
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(2) Let (8,p) and (8',p') be essential primitive ex­
tensions of <B == S2 -f) :n by a with character CP, and 
suppose that ~NfI is a simple S2-mudule, where n is 
given by (1.10). Then 8 ~ 8', i.e., (8,p) and (8',p') 
are of the same type,!1 

In order to see this, let (8, p, a) and (8', p', a') be w­
sliced extensions with, respectively, (2; <B, a, cp)­
pseudococylces (cp '/2) and (cp' Jj). Notice that cp = 
cp', since a is Abelian. It is now possible to define 
an isomorphism e : 8 >-7) 8' by 

e(a(b» == a'(b), e(f2(b,b'» ==fz(b,b') 

for all b,b' E <B. 

In fact, two arbitrary elements e, e' E 8 can be 
written as e == a(b) + L;i,j a i / 2(ni , n) and e' = 
a(1]') + L;i.j a[jf2(ni ,nj), {nJ being a basis of:n and 

{am C F. Let b = s + nand b' = s' + n', where 
s,s' E 32 , n,n' E :n. Then 

[gee), g(e')] = <1'([b,b']) + ~ a:j i,j 
x V;([ 8 ,n ,], n) + f2 (n;, [8 ,n j ])} 

- ~ aij {fz' ([ s', nil, n) + f{(ni, [s', nj])} + fz'(n, n') 
t,j 

= e([ e, e']), 

and obviously Ker e = {O}. 

2. IRREDUCmLE EXTENSIONS AND GRAPH 
THEORY 

A. Irreducible Extensions 

Consider a (2; <B, a, cP )-pseudococycle (cp '/2)' Start­
ing from the vector space Imf 2' define some other 
subspaces of A as follows: 

j 

cpi(<B) Imf2 = {(cp(bl»i l (cp(b 2»i2 ••• (cp(b)i ja 1 bl , b2, ••. , bj E <B; a E Imf2; M ik = i with ik1 j E N*} • i E N*, 

and 
cpo (<B) Imf2 == Imf2• 

Then 
A' = L; <pi (<B) Imf2 

iEN 

is a subspace of A, but, in general, <pi (<B) Imf2 n 
cpk(<B) Imf2 ;r. {o}. a induces on A' a Lie algebra struc­
ture, because of the following. 

Theorem 3: Let (8, p, a) be a sliced extension of <B 
by a with character cP and (2;ffi, a, cp)-pseudococycle 
(CP,!2)' The vector space A' ==L;cpi(<B) Imf2 be­
comes a Lie algebra a' with iEN 

Proof: cp is a prerepresentation of <B into D(a) 
associated with fz, 11 then 

cp (bl)cp (b2)f2(b3, b4) - cp (b2)cp (bl )f2 (b3, b4) 

= cp([bl ,b2])J2(b3,b4) + [f2(bl ,b2)'/2(b3,b4)] 

for all bl'b2,b3,b4 E <B. 

Therefore 

[Imf2, Imf2] S; cp2(<B) Imf2 + cp (ffi) Imf2, 

and analogously 

[cpi(<B) Imf2, Imf2] S cpi+ 2 (<B) Imf2 + cpi+l(ffi) Imf2 

for all i E N*. 

With i E N* and the induction assumption 

we find 
for allj E N, 

[cpi(ffi) Imf2, cpj(<B) Imf2] 

= [[<1v(E),cpi-l(<B) Imf2] , cpj(<B) Imf2] 

~ [[ cpi-1(<B) Imf2, cpi(<B) Imf2], <1v (E)] 

+ [[ cpj(<B) Imf2, <1v (E)], cpi-l(<B) Imf2] 

S [cpi+ j+l(<B)Imf 2, <1v (B)] + [cpi+j(ffi)Imf2,<1v(B)] 

+ [cpj+l(ffi) Imf2, cpi-1(<B) Imf2] 

S cp i+i+ 2(ffi) Imf2 + cpi+j+l(ffi) Imf2. 

The conclusion is obvious .• 

Define 

E' == {a(b) + alb E <B;a E a'}. 

E' becomes a Lie algebra 8' S; 8 with the Lie algebra 
structure induced by 8. Hence (8', p'), where p' = 
pi 8' , is an extension of ffi by a'. Choosing another 
sliced extension (8, P, a') we obtain, in general, a dif­
ferent extension (8",p"). In particular, (8',p') and 
(8",p") can be irreducible and different even if a is 
Abelian, contrarily to a claim of uniqueness in Theo­
rem 4 of Ref. 10. Now we will study (8',p'), genera­
lizing some ideas of Ref. 11. 

Definition 6: Let (8,p, a) be a sliced extension of 
ffi by a with character cP and (2;ffi,a, cp)-pseudoco­
cycle (CP'/2)' We say that Imf2 is maximal in A if 
!~h ;r. A and there exists no ideal a' of 8 such that 
Imf2~A'c A. 

Theorem 4: With the notation of Definition 6, a 
necessary condition in order to have the irreducibili­
tyof (8, p) is that Imfz = A or Imf2 be maximal in A. 

Proof: Suppose (8, p) irreducible. If Imfz is not 
maximal in A, then Imfz = A or there exists an ideal 
a' of 8 such that Imfz £. A' cA. In the latter case we 
have an induced sliced extension (8/a', Pq, O'q) of <B, 
where ao(b) == a(b) (mod a'), with (2; <B, a/a', cpo)­
pseudococycle {CPo'/2q)' Actually f 20 == 0, and there­
fore (8/a' ,Pq ) is inessential. By the Irreducibility 
Criterion (Tlieorem 7 of Ref. 11) (8, p) is redUCible, 
and this contradicts our assumption .• 
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Theorem 5: In order that an extension (8, p) of 
<B by (1. with character ~ be irreducible, a necessary 
condition is that 

A = ~ cpi(<B) Ifuj2' 
iEl( 

where (CP'/2) is the (2; ffi, (1., ~ )-pseudococycle of an 
arbitrary sliced extension related to (8, pl. 

Proof: Let (8, p) be irreducible and consider A' = 
L;iEN cpi (ffi)Imf2. Suppose A' cA. We have Imf2 S; 
A' C A and, by Theorem 3, A' becomes a Lie algebra 
(1.' which, moreover, is an ideal of 8. This means 
that Imf2 is not maximal in A and, by Theorem 4, the 
reducibility of (8, p) contrary to our assumption .• 

The importance of irreducible extensions is easily 
recognized: They form the core of any extension. 
The determination of the extensions of ffi by (t is 
simplified once the irreducible extensions of <B by 
some subalgebras of (1. are known. Now we will re­
strict ourselves mainly to the study of irreducible 
extensions. 

From the structure theorem we see immediately 
that all extensions by a nonsolvable Lie algebra are 
redUCible, and, therefore, we always have ~ = {O} 
and (t = <HI whenever irreducible extensions are con­
sidered. 

Let (8, p) be an irreducible ,extension of ffi by (t with 
character ~,and let again (CP,f2) be the (2; ffi, (t, 4»­
pseudococycle of a sliced extension (8, p, a). By 
Theorem 5,A can be expressed as a sum of sub­
spaces obtained from Imf2 by iterated application of 
the linear operators cp(b) for all b E ffi. If we choose 
an w-sliced extension, we can expect to obtain a 
better characterization of the conditions which must 
be satisfied by (t. In fact we know that, in this case, 
A becomes a semisimple S2-module AU). Moreover, 
Im/2 becomes the fundamental S2-module A(cp,f2 ) 
and for any i EN, we can consider the Sz -module 
cpi (m2)A(cp,f2) instead of cpi(ffi) Imf2' since 

w(s)(cp(r I)}i 1 (cp(r 2»i2 ••• (cp (r)ija 

(R ~I (cp (rl»i l (cp(r 2»i 2 ••• (cp(rk»i k-I,cp([s, r k]) 

x (cp (r k» I-I ••• (cp(?j» iJa + (cp(r 1» i I{cp (r 2» i2 

x •. . (cp(r)iJ w(s)a) E cpi(<Rz)A(cp,f2 ) 

for all S E ~ an~ all elements~)rI)~il .. ,' (cp(rj»i ja 

which generate cp'(<Rz)A(CP'/2) [~k=l Zk = Z, a E 

A (CP'/2)]' Note that if AIU) andA2 "2 are Sz-sub­
modules of A ,then [Al'A21 becomes an S2-sub­
module [A1wj ,wA2W;a] too. Then we may replace "slic-

ed extension" by "w-sliced extension," "vector space" 
by "S2-module", Imf2 by A(cp,f2)' cpi(<B)Imf2 by 
cpi(<H 2)A(cp,f2),A' by A~"and A by A.w in Theorems 
3 4 5 and Definition 6 without changmg the outcomes. 
B'esl.des, some previous results can now be improved: 

(i) In the particular case of extensions of a Lie 
algebra with Abelian radical <H2, it is easy to prove 
(see proof of Theorem 3) that 

[cpi(<Rz)A(CP'/2)' cpi (<Rz)A(CP'/2)].s; cpi+i+2(<Rz)A(CP,j2)' 

J. Math. Phys., Vol. 13, No.4, April 1972 

since 

(ii) Consider an irreducible extension (8, p) of ffi by 
(t with character O. There is a O-sliced extension 
(8, p, a) with fundamental Sz-module A(0,j2)' From 
Theorem 3 and Theorem 5 it is plain that (t = (1.(0'/2) 
is Abelian, i.e., all irreducible extensions with char­
acter 0 are central. 

(iii) An obvious consequence of Theorem 5 is the 
following. 

Corollary: Let (8, p, a) be an w-sliced extension 
of ffi by (t with character ~ and fundamental Sz 
-module A(CP'/2) ~ A • Suppose further that cp(r)a = 
o for all r E <Hz, a EWA(cp,/z). Then the extension 
(8, p) is reducible. 

(8, p) being the same irreducible extension as above, 
suppose that there exists n E N such that cpn(<Rz) 
A(cp,f2 ) = {O}. Then (1. is a nilpotent Lie algebra. ~ 
particular this is always true if the radical <H of 8 IS 

nilpotent. Now we give some sufficient conditions in 
order that <H be nilpotent. Notice that the radical <H2 
of ffi = Sz -B <Hz becomes an Sz -module R2u associat-

ed with the representation Q given by (1. 10). 

Theorem 6: Let (8, p) be an irreducible extension 
of ffi by (t. If ffi = S2 -e 6lz with <Hz nilpotent, and if 

the S2-modules R 2n and ~ R2n have no trivial S2-sub­

modules ;c {O}, then the radical <H of 8 is nilpotent. 

Proof: Let ~ be the character of (8, p) and con­
sider an w-sliced extension (8, p, a) with (2; ffi, (1., 4» 
pseudococycle (cp,f2). If f2 = 0, (8,p) is inessential 
and the irreducibility requires (1. = {O}. In this case, 
<H is nilpotent since o(ffiz) = <R, a being an isomor­
phism. Suppose now f2 '" 0 and let cp' E hom(S2,D(<H» 
be defined by cp'(s)r = [a (s), r]for all S E Sz, r E <H. 
In particular, we have cp'(s)a = w(s)a for all a EA. If 
<H is not nilpotent, the biggest nilpotent ideal :rr of <H 
(the "nil radical" of Jacobson14) is a proper sub­
algebra of <H. Since :rr is a characteristic ideal of 
8, we have a proper sub module N <fff of the S2 - module 
R " ({/' being the subrepresentation of cp' on N. By 
Weyl's theorem there is a supplementary S2-module 
of N " in R "and this is a trivial module Ro since 
any derivation of <H sends elements of <H into :rr. 14,29 
Therefore, 

av(R2 ) C R becomes also an S2-module (av (R 2 »<f'" of 
R.", cp'" being the subrepresentation of cp' on o)R2 ). 
Moreover, by our assumptions, 

since (av (R2 »'1'''' is isomorphic to the Sz -module R2n ' 
and 

A(cp,f2) n Rb = {o}, 

since A(cp,/z) is the direct sum of nontrivial simple 
S2-modules. Then there is an extension (8', p') of 
ffi with 
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1]1 = [(0'(3 2 ) El3 S1) El3 J'G] c 8 

and p' :::= p 18', and this contradicts the irreducibility 
of (8, p). It follows that <R =:: ;n, i.e., <R is nilpotent •• 

Notice that if we assume ~ Abelian, the fundamental 
&.a -module A(cp,f2 ) of (8, p, 0) is contained in N"", 
since 

f2 (r, r') = [ oCr), oCr')] for all r, r' E Cltz 

and Dl<R.f; ;no 

Corollary 1: Let (8, p) be an irreducible exten­
sion of ffi by a and let ffi = &.a -e ~ have Abelian 
radical. In order that the radical <R of 8 be nilpotent, 
a sufficient condition is that the &.a-module RaQ 
have no trivial 32-submodules ;t. {O}, 
The biggest nilpotent ideal of a Lie algebra contains 
all nilpotent ideals. This implies the following. 

Corollary 2: Let (8, p) be an irreducible exten­
sion of ffi by a nilpotent Lie algebra (t. Suppose fur­
ther that ffi == S:a -e ~ with nilpotent~. In order 
that the radical <R of 8 be nilpotent, it is sufficient that 
the Sa-module R2g. have no trivial S2-submodules '" {o}. 

Any subalgebra of a nilpotent Lie algebra is nilpotent. 
It follows: 

Corollary 3: With the assumptions of Theorem 6 
(or Corollary 1) the Lie algebra (t is nilpotent. 
Let (8, p) be an irreducible extension of ffi by {j, with 
character <P, and let <R be nilpotent. Consider an w­
sliced extension (8, p, 0') with fundamental $2-module 
A (CP,J2)' By Theorem 5 there exists n E N such that 

cp)l(~)A(CP'/2) = {O}, cpj (~)A(cp,h) ;t. {OJ 

foraIlj<n (2.1) 
and )1-1 

Aw == ~ cpi(~)A(cp'/2) for n E N*, 
i=Q (2.2) 

Aw = {o} for n =:: O. 

Consider (8, p, a') with 0" ;z! 0' and fundamental $2-
module A (CP',J2 '). There exists n' EN such that the 
relations (2.1) and (2.2), with n replaced by n' and 
A(CP,J2) by A(cp',Jz)' are satisfied. Now we will show 
that n' = n. Since (CP'/2) and (<,0"/2) are equivalent 
elements of 2 i{<l3, a), there is /1 E L(ffi, d) such 
that 

cp'(r) =::: q;(r) + adil (r) 
and 

/2(r,r') =jz(r,r'} + (0 1 (<'o)/l)(r,r') + [tl(r),Jl(r')] 

But 
for all r, r' E <R2• 

n 

Imft.s ~ cpi(~)A(cp,f2)' 
i~O 

and hence 

(cp'(r 1»i1(cp'(rz»i2 ••• (cp'(r))i jj2(r,r') 

= (cp(r 1))il (cp(rz»i2 ••• (cp(~)ijiz(r, r') 

+ glr .. ij(r r') 
"1' ""j , , 

where 

This implies the existence of m ~ n such that 

g'~i:::~;(r, r') :::: 0 for all r 1 , ••• , rjl' r, 'r' E ~ and all 
J ., 

il, ... , i' l with r;:=l i k ::::: m. Consequently n' ~ n. 
Convers~ly, if we start with (8, p, a' ), we obtain 
n ~ n', and therefore n :::: n'. This allows the partition 
of the set of irredUCible extensions of ffi into two 
disjoint parts. 

(1) We say that an extension (8, p) of ill belongs to 
~n (ffi) (n E N) if it is irreducible and if there exists 
an w-sliced extension (8, p, 0) with fundamental S2-
module A(CP,J2) such that (2.1) and (2.2) are satis­
fied. 

(2) We say that (8, p) belongs to @"" (ffi) if it is irre­
ducible and if no n EN exists such that the funda­
mental &.a -module A(cp,f2 ) of an arbitrary w -sliced 
extension (8, p, 0) satisfies (2.1) and (2.2). 

The extensions belonging to @ n (ffi) are irreducible 
extensions by nilpotent Lie algebras. However, ex­
tensions of ffi by Abelian Lie algebras which belong to 
~oo (ffi) are not ruled out. 

The following result follows immediately from the 
remarks above. 

Theorem 7: In order that (8, p) be an element of 
(fn(<l3) with n E N*, it is necessary that (2,1) and 
(2.2) be satisfied for an arbitrary w-sliced extension 
of ill by (t related to (8, p) and with fundamental ~­
module A(cp,/z)' If n = 0, {j, == {o} is a necessary 
and sufficient condition. 

B. Graphs Associated with an w-Sliced Extension 

Consider the fundamental ~-module A (<,O,/z > of an 
w-sliced extension (8, p, 0') of ffi by (j, and the &.a -sub­
modules f,Oi(~)A(<,O,f2) (i EN) of Aw' Weyl's theorem 
allows a deeper analysis of these &.a -modules, since 
they are all semisimple and then expressible as sum 
of simple Sz-submodules. 

Let 

~ cpi(ffiz)A(CP'/2) == A~,.£ Aw' 
iEN 

A:V, can be given as sum of a family of simple S2-
submodules. There are, in general, many families 
for which the sum is A~" and some give A~, as a 
direct sum. We will now construct a family which is 
important for our purposes. Let 

A(cpj:)= (f) Aio 
'2 i E [0 Wio o 

be a direct sum decomposition of A(<'o,fz) in simple 
82- sub modules ,where Wi is the subrepresentation 

of W on Aio and f> the indoex set of the family (A~iJ . 
For any io E 10 take adirect sum decompOSition of 
cp(<R2 )A'O indexed by q and let 11 = U i Elo/l. 

wio () () 0 

Take afterwards, for apy i l E 11 , a direct sum de­
compoSition of cp(~)A~ indexed by liZ, let [2 = 

'1 1 
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UilE/di~, and so on. We have ultimately a family of 
simple 32 -submodules indexed by I' = IIR such that 
A~, = ~iEI,A~i' where I = UjENIJ and R is the equi­
valence relation in I obtained by the identification of 
i and j whenever A~. = At . Notice that Itl = ¢, as 

'J k 
well as Ii = ¢ andI = 0, are not excluded (k,j EN). 
We call a principal family of A~, any family of simple 
32-submodules with sum A~, which is defined as 
above. If, moreover,A~, = A w' we say that (A~JiEI' is 
a maximal principal family. ' 

Now it is possible to associate a graph31 ,32 with the 
w-sliced extension (S,p, a), Le., an ordered pair 
(S), r),where 

.p = {A~.I A~. E (A~JiEI'} 
)) , 

is the set of vertices and r is a multivalued mapping 
of .p into S) defined as follows: 

r Aii = {Ak IkE Ii+l} for all i). Eli, j E N. 
Wij wk 'j 

We say that (S), r) is the graph associated with (S,p, a) 
by the principal family (A~,.)iEI" or simply a graph , 
associated with (S.P, a). We will also speak of a 
"graph of (S,p)," meaning a graph associated with an 
w-sliced extension related to (S,p). If (ALJiEI' is a , 
maximal principal family. w.e call the graph associa­
ted by it a maximal graph. Clearly, if there is a 
maximal graph associated with (8,p,a),all other 
graphs associated with (S,p, a) are maximal. Note 
that, for the same reasons as in Sec. lA, a given graph 
can be associ~ted with many w-sliced extensions. 

In the graphs associated with w-sliced extensions, a 
pair of vertices can be joined either by zero, one, or 
by two arcs (directed edges). In this latter case the 
arcs have opposite directions. But, in general, we do 
not have a digraph (directed graph), in the sense of 
Ref. 32, since loops are allowed. Moreover, we con­
sider also infinite graphs and a graph with .p = ¢ 
which will be called the empty graph. 

The graphs of extensions belonging to (j;n (CB) (n E N) 
are finite and without circuits (directed cycles and 
loops in Ref. 32). The primitive essential extensions 
have only one-vertex graphs, and the inessential 
primitive extensions (the truly trivial extensions) 
are characterized by the empty graph. 

Define a subgraph of (S), r) as in Ref. 31 (induced sub­
graph in Ref. 32), Le., as a graph (Sf, r Sf), where 
sr s;. S) and r Sf is given by 

for all x E Sf . 

Definition 7: Let (.V, r) be the graph associated 
with an w-sliced extension of CB by a by a principal 
family (ALJ iE1,. We call a fundamental subgraph of 
(S), r) the graph (S)', r S)') where 

S)' = {A~. lio E IO}. 
'0 

In any graph (S), r) the transitive closure f of r 
(Ref. 31) is a multivalued map of S) into S) defined by 

fx = {x} u rx U r2x u . . . for all XES). 
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fx is the set of vertices reachable from x. With the 
notation of Definition 7 we can define the set 

S' = u f Aio 
ioE1o wio 

and the subgraph (.~ " r fi ). Then by definition (.p, r) = 
(~"r~). 

Define a vertex basis of a nonempty graph (.p, r) as a 
minimal collection of vertices from which all ver­
tices are reachable, Le., as a set \B~ S) such that 

(i) b, b' E \B and b "'" b' imply b ¢: f b' and b' i rb, 
(ii) for any x E .p there exists bE \B such that x E rb. 
It is clear that a graph (S), r) associated with an w­
sliced extension (S,p,a) has vertex bases which are 
subsets of .p'. If (.p, r) is a finite graph without cir­
cuits, then the vertex basis is unique, and all vertices 
of this basis are of indegree 0 (Ref. 32), Le., they are 
not terminal points of any arc. This is the case for 
the graphs of extensions belonging to (;\; n (CB) (n E N*). 

The set of w-sliced extensions can be enlarged by 
removing the conditions cp(CB)31 = {o} and Imf2 S;ffi1 
of Definition 3. We say that (S,p, a) is a quasi-w­
sliced extension of CB by a with character <I> if its 
(2; CB, a, <I> )-pseudococycle (CP,!2) E 3 ~.w (CB, 32, a). 
We have omitted, as usual, "for the Levi decomposi­
tion <B = 32 f) ffi2·" It is clear that, also in the case of 
quasi-w-sliced extensions, we can still speak of the 
fundamental S2-module A(cp.J2) of (S,p, a), of A w , of 
the graph (S),r) associated with (S,p,a) by a princi­
pal family (A~ J iEi' , and of the fundamental sub graph 
of (S), r). Thebrem 5 may be improved as follows. 

Theorem 8: An extension (8, p) of <B by a is irre­
ducible if and only if there is a maximal graph asso­
ciated with (S,p, a) for all w-sliced extensions 
(8,p,a) related to (S,p). 

Proof: The condition is a necessary one by Theo­
rem 5. In order to prove the converse, let (S,p) be 
reducible. Then there exists an extension (S', p') of 
CB by a' c a, where S' c Sand p' = p 18'. If (S', p', a') 
is a quasi-w-sliced extension with fundamental 32-
module A(cp' J.;), consider the section a = a' (up to a 
canonical monomorphism) of (8,p) over CB. (S,p,a) 
is also a quasi-w-sliced extension and, if A(cp.J2 ) is 
its fundamental S2-module,A(cp.J2) = A(CP',!2)' since 
f2 =f2 and cp(b) I a' = cp'(b) a'for all bE CB,a'Ea'.Let 
(A~ )jEJI be a principal family of A~,. There exists 

j . 
a principal family (A~)iEI' of Aw with J c I and , 
Jt l = Itl for all Jt l S; J, and we consider the graph 

J J J 
(S), r) associated with (S,p, a) by this family. Let 
(Sf,e)be the graph associated with (S',p',a') by 
(A{)iEJI' We have (Sf, e) = (Sf',r),since (~',e'\y) = 
(~', r~). Suppose that for any w- sliced extension re­
lated to (8, p) there is an associated maximal graph. 
Then a is solvable, and every quasi-w-sliced exten­
sion is w-sliced. It follows that (S),r) is maximal 
and 8' = 8, which is absurd .• 

In particular, we get from Theorem 8 that all primi­
tive extensions are irreducible. The outdegree of a 
vertex is the cardinal number of the set of arcs with 
initial points in the given vertex. The following result 
is now obvious. 
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Corollary: Let (B,p,a) be an w-sliced extension 
of <B by a with fundamental S2-module A(CP,!2) and 
let (.\l, r) be a graph associated with (B,p, a). Sup­
pose A(CP,!2) CAw' If all vertices of the fundamental 
subgraph of (.\l, r) have outdegrees 0., the extension 
(B, p) is reducible. 

Let (B, p) be an extension of a Lie algebra <B with 
Abelian radical CR2 • The descending central series 
(C iCR) KN of ideals of the radical CR of B can be of 
much help to decide about the irreducibility of (B, p). 
The subalgebras CiCR are ideals of B. Moreover, for 
i E N*, they are nilpotent and contained in a. In fact, 
let (B, p, a) be an w - sliced extension with fundamental 
S2-module A(CP,!2)' Any element of CR can be written 
uniquely as a(r) + a, where r E CR2, a E a, and other­
wise 

[a(r) + a,a(r') + a'l = ([a,a'l +cp(r)a'-cp(r')a 

+ f 2(r,r')} E a for all r,r' E CR2,a,a' E a. 

Hence Ci CR s;. a for all i E N* . 

We have the following possibilities: 

(1) ClCR = {o.}, i.e., (B,p) is inessential. If (B,/?) is 
irreducible, it must be truly trivial, i.e., a = {Or. 
(2) ClCR "" {o.}, ClCR ca. We can consider the in­
duced extension (B/ClCR,Pq) of <B by a/ClCR, .which i~ 
inessential since CR/ClCR is Abelian. By the IrreducI­
bility criterion (Theorem 7 of Ref. 11) (B,p) is redu­
cible. 

The previous analysis gives that Clffi = a is a neces­
sary condition for the irreducibility of an extension of 
<B (with Abelian radical) by a. 

Theorem 9: Let (B,p) be an extension of <B by a 
and let <B = S2 1) ffi2 with Abelian ffi2. Suppose that 
the radical CR of B is nilpotent. In order that (B, p) 
be irreducible, it is necessary and sufficient that 
ClCR = a. 

Proof: We must prove the sufficiency of the con­
dition. If a = {o.}, the statement is obviously true. 
Suppose a "" {o.J, Clffi = a, and let (B,p,a) be an w­
sliced extension with fundamental S2-module A(CP,!2)' 
By the structure theorem 

since ClCR = a implies the nilpotency of a. There­
fore, 

A = ClR = [a v(R2),a v (R2)] + [a v(R2),A] + ClA 

= [a v(R2),a v(R2)] + C2R, 

where CiR, ClA are the vector spaces underlying 
Ciffi,C1a. 

In general, 

CiR = (adav(R2»ia v(R2) + Ci+lR 
and 

m 
A=~(adav(R2»iav(R2) + cm+lR 

j=l 

where 

for allj EN, 

for all m E N* , 

(2.3) 

(adav(R2»ia v(R2) = [a v(R2),[a v(R2)' 

... [a v(R2)' a v(R2)l· . ·ll 

(with j Lie products). CR bein& nilpotent, there exists 
an n E N* such that cn+l ffi = to.}. It follows from 
(2.3) that 

n-l 
Aw = ~ cpi(ffi2)A(cp,!2)' 

i=O 
As this is true for any w - sliced extension related to 
(B, p), by Theorem 8 (B, p) is irreducible .• 

Notice that if the radical <Ita of <B is an Abelian Lie 
algebra, the necessary conditions of Theorem 7 be­
come sufficient since they imply Cl(R = a with (R 
nilpotent, i. e., 

Theorem 10: Let (B, p, a) be an w-sliced extension 
of <B by a with fundamental S2-module A(CP,!2)' Sup­
pose further that the radical (R2 of <B is Abelian. 
Then (8 ,p) belongs to (\;,,(<B) (n E N*) if and only if 

cpn«(R2)A(cp,!2) = {o.}, cpi(ffi2)A(cp,!2) "" {o.} 

for allj < n 
and n-l 

Aw = ~ cpi«(R2)A(cp,!2)' 
i=O 

This theorem is particularly significant for the case 
of the Lie algebras of the Poin~are and Euclidean 
groups which have Abelian radical. The extensions of 
these Lie algebras will be considered in Paper II. 
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APPENDIX A 

We consider the four-dimensional nilpotent Lie alge­
bra a generated by the basis {al' a2 , a3 , a4} with the 
Lie products 

[al' a2] = a4' [al' a3 ] = [al' a4l = [a2 , a3l 

= [a2, a4l = [a 3 , a4l = o.. 

We see that ~(a) is generated by a3 and a4 • In order 
to compute D(a),I(a), and .6. (a), we first determine 
Zl(a,Aad)' Bl(a,Aad),Hl(a,Aad) and then the com­
mutators of the obtained derivations. D(a) is the ten­
dimensional Lie algebra generated by the basis 
{DJl~i~lO defined in Table I. The Lie products are 
given in Table II. 

D9 and DlO generate the Abelian Lie algebra I(a), 
{D j} 4~in 0 generates the seven-dimensional radical 
(R of D(a), and {D v D2,DJ a (simple) Levi subalgebra. 
Note that Dl(R is generated by {D4,D5,D6,D9,DlO} 
and D2(R = I(a), but (R is not nilpotent. 
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TABLE I. Action of the basis {D,}l<' GO of D(c.) on the basis 
{OJ}1<:,;<:,4 of a ' , 

D, OJ 

DS: 01 O2 a 3 a4 

D1 ~ °2 
I 

"2 a l 0 0 

D2 ~ a2 
1 

- "2 a l 0 0 

D3 ~ a 1 
1 

- 2 a2 0 0 

D4 a3 0 0 0 

D5 0 a 3 0 0 

D6 0 0 a4 0 

D7 0 0 a3 0 

DB ~ a1 
1 0 a4 2 a2 

Dg 0 a4 0 0 

D 10 - a4 0 0 0 

~(a) is the ei~ht-dimensional Lie algebra generated 
by a basis {~ijhi<8 with the Lie products obtained 
from those of D(a) by changing Dk into ~ k for 
1.,,; k .,,; 8 and putting D9 == D 10 == O. 

Now we will study three particularly interesting 
examples of extensions of <B by a, where <B is the 
Abelian Lie algebra generated by band b'. Notice 
that ext(<B, a, <l» ;>!- C/J for all <l> EO hom(<B, ~(a», since 
H3(<B, C(a),y) == {O}. Moreover, any (2; <B, a, <l»-pseudo­
cochain is a (2; <B, a, <l»-ps~udococycle. 
(1) Define <l> EO hom(<B, 6(a» by <l>(b) = 6 4 and 
<l>(b') == 6 6 , Then any prerepresentation cp lifted over 
<l> is given by 

cp(b) == D4 + aD9 + (3D 10 
and 

q;(b') ==Ds + a'D 9 + (3'D 10 (a,a',(3,(3' EO F). 
But 

[cp(b), cp(b')] == D IO ' 

i.e.,we have no cp EO hom(<B,D(a» lifted over <l>,and 
all extensions of <B by a with character <l> are essen­
tial. cp is a proper prerepresentation associated with 
a bilinear alternating map i2 given by 

h(b, b') == a2 + ya 3 + 6a4 (y,6 EO F), 

and (CP'/2) EO 3 ~(<B, a). According to the discussion in 
Sec. 1B, a complete set of (2; <B, a, <l»-pseudococycles 
can be constructed if we compute a complete set of 

(2;<B, C(a)'1.)-cocycles. The central character deter­
mined by <l> satisfies 

>IT(b) == 0, >IT (b')a 3 == a4, >IT(b')a4 == 0, 
and 

gives an arbitrary element of B2(<B, C(a),y)' There­
fore, 

~i(<B, a) ==~(CP,J2) Icp(b) ==D~, cp(b') == Ds' ( 

? f i2 (b, b ) == a2 + ya3 (y EO F)~, 

Le., we have a set equipollent to F of equivalence 
classes of (2; <B, a, <l»-pseudococycles. The corres­
ponding equivalence classes of extensions are con­
structed by means of the bijection (1. 3). 

(2) Choose <l> == O. Then any prerepresentation cp 
lifted over <l> is given by cp (b) == aD 9 + (3DIO and 
.cp(b') == a'D9 + {3'D lo (a, a', {3, (3' EO F), 

i.e., cp is a representation. If (CP,J2) EO 35(<B, a), then 
Imf2 ~ e(a), and therefore 

Consider a particular cp given by cp(b) == D9 and 
cp(b') == D IO ' Any i1 EO L(<B, a) such that cp == ad oil 
satisfies 

i 1 (b) == a1 + y"a3 + 0"a4 , i 1 (b') == a2 + y'a3 + 6'a4 

(y", y', 6", 0' EO F), 
and thus 

Hence (0,0) ;>!- (cp, 0), and we have two different equiva­
lence classes of inessential extensions. This is in 
agreement with the Corollary to Proposition 2, since 
(a, ad) is an essential extension of l(a) by e(a). 
Actually, if we proceed as in (1), we obtain a set equi­
pollent to F of equivalence classes of inessential ex­
tensions which is a proper subset of ext (<B, a, 0). 

(3) Let <l> be given by <l>(b) == 6 4 and <p(b') = ~5' and 
proceed as in (1). Any cp lifted over <l> is a represen­
tation of <B into D(a). Consider cp, cp' EO hom(<B,D(a» 
given by 

TABLE II. Lie products of the basis elements D, (1 <; i <; 10) defined in Table I. 

[D"Dj ] 

:~ D1 D2 D3 D4 Ds D6 D7 Ds Dg D10 

Dl 0 D3 D2 - J Ds - iD4 0 0 0 ~DI0 1D9 

Dz -D3 0 D1 tDs - ~D4 0 0 0 ~DI0 - ~D9 

D3 -D2 -D1 0 - tD4 1D5 0 0 0 ~D9 0 

D4 tDs - iDs t D4 0 0 DID -D4 ~D4 0 0 

Ds iD4 !D4 - JDs 0 0 -Dg -Ds iD5 0 0 

D6 0 0 0 -DI0 Dg 0 Ds -D6 0 0 

D7 0 0 0 D4 Ds -D6 0 0 0 0 

Ds 0 0 0 - ~D4 - ~D5 D6 0 0 1Dg DID 

Dg - ~DIO - JDID - ~Dg 0 0 0 0 - ~D9 0 0 

D1D - ~D9 ~D9 0 0 0 0 0 -D10 0 0 

J. Math. Phys., Vol. 13, No.4, April 1972 



                                                                                                                                    

LIE A L G E BRA EXT ENS ION S. I 517 

qJ(b) == D4, qJ(b') == D 5 and 

qJ'(b) ==D 4 , qJ'(b') =D5 + D g• 

(qJ, 0), (qJ', 0) E 3l(<B, a) and (qJ, 0) '" (qJ', 0); hence we 
have two different equivalence classes of inessential 
extensions. All elements of ext(<B, a, <1» are actually 
equivalence classes of inessential extensions. 

APPENDIXB 

Let ITa be the canonical epimorphism D(a)-~(a) 
and let qJ be a given pre representation of <B into D(a). 
Consider the following sets 

o:~ (<B, a) I 
==S(qJ'/2) h E A 2(<B, a); [qJ(b), qJ(b')] == qJ([b,b']) l, 
t + adf2(b,b') for allb,b'E<B } 

3~(<B, a) ::::: 0: ;C<B, a) n3fi aoi<B, a), 

where A 2(<B,a) is the vector space of the bilinear 
alternating maps of <B x <B into a. 
If, besides, qJ Is == w is a representation of S ~ <B into 
Dca), we can also consider 

1r;(<B, S, a) == O:~(<B, a) no:na0<f.w(<B, S, a), 

3~(<B, S, a) == 3;(<B, a) n 0: TIaO'i'.w(<B,S, a). 

The equivalence relations R in 3 l(<B,U) and R(w) in 
3~.w(<B,S,a) give rise,ll respectively,to the equiva­
lence relations R' in 3;(<B,a) and R'(cpl S) in 
3~(<B, S,a) as follows: 

R': We say that (qJ'/2)' (qJ,/.;) E 3~(<B,a) are equiva­
lent if there exists f1 E L(<B,a) such that Imf1 s:. e(a) 
and 

for all b, b' E <B. 
(Bl) 

R'{qJ IS): We say that (qJ'/2)' (qJ,!2) E 3~(<B,S,a) are 
equivalent if there exists f1 E L(<B,a)(qJ I S)-orthogo­
nal to S such that Imf1 s; e(a) and (Bl) is satisfied. 

Now it is possible to define 

~;(<B,a) 3~(<B,a)/R' 
and 

~~(03,S,a) == B~(<B,S,a)/R'(qJ IS), 

and to state the following. 

Theorem: Let a and <B be Lie algebras and let 
<1> E hom(<B, ~(a». Suppose that :D is an ideal of 03 
such that <B/:D is semisimple, and let S be a sub­
algebra of <B isomorphic to <B/:D by the canonical epi­
morphism <B ~ <B/:D. Then there are a prerepresen­
tation qJ of <B into D(a) lifted over <1>, such that qJ Is 
is a representation isomorphically lifted over <1> Is, 
and a bijection 

.\li(<B, a) RJ .\l;(<B, s,a). 

Proof: Let (CP'/2) E 3l.W<<B, S, a). If for any other 
element (qJ' ,f2 ) of B iw(<B, S, a) such that (qJ,h) '" 

* Postal address: Instituut voor Theoretische Fysika, Katholieke 
UniverSiteit,Driehuizerweg 200, Nijmegen (Netherlands). 

1 L. Michel, "Invariance in Quantum Mechanics and Group Exten-

(cp',!2)(mod R(w» there exists (qJ,!~) E (qJ',!.],) 
(mod R(w» we have a bijection 

(B2) 

given by (qJ,h) (mod R(w» H(qJ,h) (mod R'(w». This 
requires the existence of f1 E L(<B,a) w-orthogonal to 
S such that 

qJ'(b) == qJ(b) + adf1 (b), f 2(0, b') == !2'(b, b') 

+ (5 1 (qJ)f1)(b,b')+(jl(b),!1(b')] for allb,b'E <B. 
(B3) 

By Lemma I and the techniques of the proof of Theo­
rem 2 of Ref. 11, there exists 11 E L(<B, a) which satis­
fies (B3),and this impliesfi(s) E e«(1,) and (5 1(qJ)!i)s 
= 0 for all s E S. 

We need the following result. 

Lemma: Let <B, a,:D, S, and <1> be as in the theorem. 
Suppose, moreover, that qJ is a prerepresentation of 
03 into D(a) lifted over <l> which satisfies 

rqJ(s), qJ(b)J == qJ([s,b]) for all S E S, bE 03, 

and 1etfi E L(<B,a) be such that Im(f11 S) e(a), 
(15 1 (qJ)f{)s == 0 for all S E S. 

There existsg1 E Zl(<B, C(a)",), >¥ being the central 
character determined by <1>, such that (fJ) s == (g 1) s 
and s(~'f{ == s{qJ)'gl for all s E S. 

Proof: The proof is analogous to that of Lemma 3 
of Ref. 11. We equip L(<B, a) with the S-module struc­
ture associated with the representation ~: 3 ~ 
g£(L{<B, a» given by ~(s)hI = s(qJ)'h I for all hI E 
L(03, a). Then, 0o(cp)C(a) becomes an S-submodule of 
(L(<B, a»t. Proceeding as in the proof of Lemma 3 of 
Ref. 11, we find gl E Zl(03, c(a)",) such that gl == gl 
+ 50 (qJ)a, a E C(a), and (f'l)s == (gl)s for all s E S. But 
(51 (qJ)fi)s = (51 (CP)gl)s = 0, and hence s(qJ)'fi = s(qJ)'gl 
by (III. 4) of Ref. 11 .• 

We have an f1 E L{<B, a), w-orthogonal to S and satis­
fying (B3), if we put f1 == f{ - gl' This proves the 
existence of the bijection (B2), which is obviously 
true also if .v i.w (<B, S, a) ==~. BeSides, the reduction 
theorem supplies us with a representation w of S into 
D(a) lifted over il> I S and with a bijection 

.v i(<B, a)~ S>;.w(<B,3,a). 

w can be chosen isomorphically lifted over <1> Is. This 
follows from the proof of the reduction theorem.l1 
Combining these results we obtain the statement .• 

The meaning of the theorem is the following: A com­
plete set of (2; <B, a, <1»-pseudococycles is given by a 
complete set of elements of 3;,(<B,S,a) [for some pre­
representation cp of <B into D(tt)]. Notice that if we 
pick out one element of this latter set, say (q;,g2)' and 
we consider any other element of it, say (qJ,j2)' then 
h2 ==f2 g2 satisfies °2 (CP)h2 = 0 and Imh2 ~ e(a). 
This gives the connection with the analysis of Sec, lB. 
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The results of a preceding paper on Lie algebra extensions and sliced extensions are applied to the Lie alge­
bras 8(3), <P, and g of the Euclidean, resp. Poincare and Galilean groups. The primitive extensions are analyzed 
in detail. A procedure for the construction of irreducible extensions is illustrated by some examples, using dia­
grams which picture the graphs of the extensions. It is proved that all extensions by &(3), <P, and g are inessen­
tial. 

INTRODUCTION 

In the previous paper, 1 hereafter referred to as I, we 
have explored the fundamental problems of Lie alge­
bra extension theory. Our principal aim was to get 
some hints for the construction of extensions. The 
results so obtained are especially useful for exten­
sions of Lie algebras with nontrivial Levi subalge­
bras, a property typical of many Lie algebras used in 
physics. This is the case, for example, of the Eucli­
dean, POincare, and Galilean algebras, i.e., of the 
(real) Lie algebras 8(3), <P, and 9 of the Euclidean 
group of a three-dimensional Euclidean space E 3 , 

resp. of the (ten-dimensional) Poincare and Galilean 
groups. In this paper we apply the results of I to 8(3), 
<P, and g. 
The paper is organized as follows. Section 1 is de­
voted to the extensions of 8(3) with special emphasiS 
on the irreducible ones. We study the primitive ex­
tensions and prove that the graphs of irreducible ex­
tensions are all finite and without circuits. 

In Sec. 2 we consider extensions of <P. A close ana­
logy with the results of Sec. 1 appears in the most 
cases. One important discrepancy is pointed out. 

Section 3 concerns extensions of S. Here, the prob­
lem is more involved. The primitive extensions are 
analyzed in detail. In particular, we show explicitly 
how the essential primitive extensions of S by a one­
dimensional Lie algebra arise from trivial extensions 
of <P when the Inonii-Wigner contraction of <P in S is 
performed. The graphs of irreducible extensions of 
g may allow circuits. We give the example of one 
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finite graph associated with an w- sliced extension of 
9 and having a loop. 

In Sec. 4 we prove that all extensions by 8(3), <P, and 
g are inessential. The proof requires some results, 
collected in the Appendix, about the Lie algebras 
0(8 (3», D(<P), and D(S). 

The conventions and the notation of! are used through­
out the paper. However, if the contrary is not explicit­
ly stated, the base field is always R, the field of real 
numbers. The metric and the totally antisymmetric 
tensors are denoted by the usual symbols g, resp. f . 

1. EXTENSIONS OF 8 (3) 

The Lie algebra 8(3) has a well-known Levi decom­
position 

8(3) = StJ(3) -B n3), 

where StJ(3) and '['(3) are, respectively, the Lie alge­
bras of the (proper) rotation and translation groups 
of E 3' We choose a basis {rj } 1"i< 3 of StJ( 3) and a 
basis {t j }1<i<3 of 7'(3), in such a way that {ri , tj }1.;i,j<3 

is a basis of 8(3) with the Lie products 

[riO 1)] = 2] fjjk rk , [rp ~] = 2]fijktk• [ti' ~] = O. 
k k 

In order to apply the results of I, we consider stan­
dard representatives of the isomorphism classes of 
simple Se(3)-modules constructed as follows. Let 
'll (j) (2j E N) be an irreducible continuous complex 
representation of SU(2) on a (complex) vector space 
n(j) of dimension (2j + 1). For example, we can take 
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tensions are all finite and without circuits. 
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logy with the results of Sec. 1 appears in the most 
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of <P when the Inonii-Wigner contraction of <P in S is 
performed. The graphs of irreducible extensions of 
g may allow circuits. We give the example of one 
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9 and having a loop. 

In Sec. 4 we prove that all extensions by 8(3), <P, and 
g are inessential. The proof requires some results, 
collected in the Appendix, about the Lie algebras 
0(8 (3», D(<P), and D(S). 

The conventions and the notation of! are used through­
out the paper. However, if the contrary is not explicit­
ly stated, the base field is always R, the field of real 
numbers. The metric and the totally antisymmetric 
tensors are denoted by the usual symbols g, resp. f . 

1. EXTENSIONS OF 8 (3) 

The Lie algebra 8(3) has a well-known Levi decom­
position 

8(3) = StJ(3) -B n3), 

where StJ(3) and '['(3) are, respectively, the Lie alge­
bras of the (proper) rotation and translation groups 
of E 3' We choose a basis {rj } 1"i< 3 of StJ( 3) and a 
basis {t j }1<i<3 of 7'(3), in such a way that {ri , tj }1.;i,j<3 

is a basis of 8(3) with the Lie products 

[riO 1)] = 2] fjjk rk , [rp ~] = 2]fijktk• [ti' ~] = O. 
k k 

In order to apply the results of I, we consider stan­
dard representatives of the isomorphism classes of 
simple Se(3)-modules constructed as follows. Let 
'll (j) (2j E N) be an irreducible continuous complex 
representation of SU(2) on a (complex) vector space 
n(j) of dimension (2j + 1). For example, we can take 
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as 1; (j) the spinor representation @)2i (on S 2j) de­
fined in Ref. 2. As is well known, Se(3) is isomorphic 
to the Lie algebra S'\1(2) of SU(2). Let L be an iso­
morphism of Se(3) onto S'\1(2), and let d~(j) be the 
differential representation of S'U(2) associated with 
'1l (n, canonically obtained from the differential of ~(j). 3 

Then d<3;(J} a t is an irreducible complex representa­
tion of Se(3) on D(j). For the sake of simplicity, we 
still denote this representation by 1) (j). If j E: N, we 
get a Lie algebra representation of real type, and, if 
j E: H,~ ,~, ... }, one of quaternionic type 4 (potentially 
real, resp. pseudoreal in the group terminology of 
Wigner 5 ). In the former case, there are isomorphic 
real forms of ~ (j) on the (2j + I)-dimensional real 
vector spaces of the fixed points of invariant anti­
involutions of the first kind4 (cf., however, Ref. 6), and 
we can choose one such real form '1lu} (on a vector 
space Du}) for each j EN. In the second case,'D (j) in­
d1:lces canonically one irreducible real representation 
~{j} of Se(3) on the 2(2j + I)-dimensional vector 
space D{j} obtained from D (j) by considering it as a 
real vector space. 4 {D~fj)}. is a complete set of 

.-<i 2JEN 
representatives of the isomorphism classes of simple 
Se(3)-modules. 

An extension (8, p) of 8(3) by an arbitrary Lie alge­
bra a being given, we consider an w-sliced extension 
(8, p, 0) with fundamental Se(3)-module A(cp,f2). If 
n is the representation of se (3) given by formula 

(1. 10) of I, ~ T(3)!) is isomorphic to D~h. It follows 
that A( 'P, f 2 ) is a simple Se(3)-module isomorphic to 
D~~!} too, or A(cp,f2 ) == {OJ. Hence, by Proposition4 of 

I, if the isotypical component of type D~~l} of the se (3)­

module Aw has length 0, then all extensions of 8 (3) by 
a with character 1> == naacp are inessential. Pursuing 
the analysis of (8,p), we find that ('P.!2) E 3~ w(8(3), 
Se(3), a) requires . 

(1. 1) 

If b = 0, (1.1) is always satisfied. If A(CP.!2) '" {oJ, 
'P('1 ~3))A('P,f2) is isomorphic to an Se(3)-submodule 

of& D~A. Take a basis {a;}1.;;.;3 of A('P,f2) '" {OJ, 
where 

ai == ~~Eijkf2(;' tk ). (1.2) 
1.k 

This basis satisfies 

'P(ri)aj =='BEijkak foralli,jE{1,2,3}, 
k 

and (1. 1) becomes 

'B'P(ti)a i = o. (1.1') 
i 

Tables I and IT, whose meaning is self-evident, show 
immediately the consequence of condition (1.1'): 
'P(r(3»A(cp'/2) does not have any Se(3)-submodule 
isomorphic to ~?~} . Notice that, in the tables, ~ {j) 

(j E {O, 1,2, 3}) stands also for every representation 
isomorphic to 1) vi. 

Now suppose that, in the above extension (8, p), a is 
an Abelian Lie algebra. We can write /2 E: Z2(8(3), 
Se(3), A4»' after identification of 'P with 1>.7,8 Let 

f2 E: Z2(8(3), Se(3),Acp) with A(1),f2) = A(1),h). If 
12 '" 0, consider the R-linear map K of A(1),h) onto 
itself given by 

Kf2(t i , tj) == fi(t;, tj) for all i, j E: { 1,2, 3}. 

Actually K is an Se(3)-endomorphism of A (1).!2)' 
since it satisfies 

K1>(r)a = 1>(r)Ka for all r E: Se(3), a E: A(1),f2l. 

By Schur'S lemma9 K is then an Se(3)-automorphism. 
Take the complexifications Se(3)(C) and A(1),f2 \c) of 
Se(3), resp.A(1),12). There is a unique Se(3)(C)­
automorphism K(C) such that the following diagram is 
commutative: 

with ~ the canonical complexification map. A( 1>,12 )(C) 

is a simple Se(3)(C)-module and, by a well-known 
corollary to Schur's lemma, K(C) = A(C)IA(<I>.J

2
kc) 

(\C) E: C, A(C) '" 0). Then K == AlA(4),J,) (A-E: R, A'" 0), i.e., 
12 == A12· This result can also be easily found by 
applying the same method which will be used in Sec. 2 
for the case of £-modules. Notice that A12 == A'12 and 

[2 '" 0 imply A = A', because A12 = A12' If we consider 

the vector space A' = Im12 '" {OJ and if we define 1>': 
8(3) -7 g£(A') by 

1>'(r)a' == 1>(r)a' 

4>'(t) == 0 

then we get 

H2($(3), StJ(3), A~,) 

for all r E: Se(3),a' E: A', 

for all t E: '1'(3), 

{ 
Ah2! A E: R; h2 E: A 2(8(3), A~,) with } 

= . - h2 (e, e') = f 2 (e, e') for all e, e' E: 8(3) , 
(1. 3) 

where A2 (8(3), A~,) is the vector space of bilinear 
alternating maps of 8(3) x 8(3) into A~,. (1. 3) is 
obviously true for 12 = 0 too. Furthermore, if 12 '" 0, 
the existence of h E: C1 (8(3), Se(3), Acp) and of a pair 
of elements t, t' E '1'(3) such that (Odl){t, t') E: A(1), 12) 
and (odl)(t, t') ~ 0 is a necessary and sufficient con­
dition in order that (8, p) be an equivalence class of 
inessential extensionS:-

Keeping the same notations as above, let (8,p) be a 
primitive extension. By Theorem 2 of I it is an ex­
tension with Abelian kernel, and by definition A('P, 1 2) 
= A w' Le., a is three-dimensional or {oJ. On account 
of the fact that '1'(3) is the nilradical of $(3),1>('1'(3)) 
= {OJ. If (8,p) is essential,{0(ri),0(tj),ak}1"iJ.k~3 is 
a basis of & with ak defined by (1.2) and with the Lie 
products 

[o(ri ), o(rj )] = ~ Ejjko(rk), [a(rj ), a(tj)] = ~ Ejjk0(tk)' 

[a(rj ), a j ] = ~ Eijkak , [a(ti)' aj ] = 0, 
k 
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TABLE 1. Basis elements of some SO(3)-submodules (up to canonical identifications) of the Pth tensorial power £ D~~,} (P == 1,2,3). 

D
{IO} 
1;(o} 

® e(J)) , 

where 

e(ll) = , 
= z::; tijk(e(1) 

j,k J 

o e~l») 

e~12) = ell) 0 e~l) 

+ e~l) GO e~l) 

eil2) == e~l) 0 e~l) 

+ e~l) 0 eil ) 

e~12) == e~lJ 0 eilJ 

+ eil ) ® e~l) 

e(12l == e(l) GO e(1) 
4 I I 

_ e~l) ® e~l) 

e(l2l == e(1) (» e(1) 
5 I 1 

- e~l) ® e~l) 

The (maximal) graph associated with (8,p, 0') can be 
represented by means of the one-vertex diagram 

{1} 

@), (1.4) 

whose meaning is self-evident. The elements of 
H2(8(3), S0(3), A<t» are given by (1. 3), and may be 
bijectively associated with those of Ext(8(3), A<t» 
[= Ext(8(3), el, <1»] by means of the Hochschild-Serre 
theorem and of the bijection (1. 3) of 1. If 12 = 0, we 
get in this manner the equivalence class of inessential 
primitive extensions (truly trivial extensions). If 
12 -,,! 0, only for A -,,! ° we have classes of essential 
primitive extensions. From remark (2) at the end of 
Sec. 1 of I we infer that the essential primitive ex­
tensions of 8(3) are all of the same type. We empha­
size that the same diagram (1. 4) actually represents 
the graphs of aU essential primitive extensions, i.e., 
of all extensions belonging to li 1(8(3)). 
The graphs of the extensions belonging to li 2(&(3» 
are pictured in Table TIl. With any irreducible w­
sliced extension (8, p, 0') is associated one diagram, 
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where where 

ellOl) = ep) e(llO) = Z::;(e(l) 
i I 

e(lll) == z::; Eijk(eS1) 
1 j,k 

® e(lo) (7) e111») 

and we will hereafter refer to it as to a "diagram of 
(8, p)." It is a diagram which represents graphs of 
(8, pl. But, naturally, there are a lot of extensions 
(even nonequivalent) with the same diagram. The 
meaning of Table ill will be cleared by the following 
example. Take the diagram 

{ 1} { 1} 
@,--~>o 

(1. 5) 

Suppose that it represents the graph associated with 
an irreducible w-sliced extension (8,p, 0') of 8(3) by 
a with fundamental St)(3)-module A(CP,j2). Then we 
read from (1. 5) that 

Aw = A(CP,j2) EEl A;'" , 

where w' is the subrepresentation of won A'. A(cp,/2 ) 

and A:", are both isomorphic to D4th , and the base 
{ll 

vertex A(CP,j2) is symbolized by @. The arrow gives 
the action of cp(1"(3», Le., cp(7'(3»A(cp, 12 ) = A~, , 
cp2(7'(3»A(cp,j2) ={o}. Tables I and II show that if 
{a i }t.;;.:3 is the basis of A(cp .J2 ) given by (1. 2), 
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. { w} (1).. (1) (1)' (1) (.. {l 3}) The baSIS e i 1<. <3 of D-:t{l} sahsftes -:t (ri)e j = L.J Eijke k I, ],k E: ,2, . 

ei112) = ei1) «) e~ll) et121) = 3e~l) «) etl2l 

+ e~l) 0 eill) + 3e~l) IX! e~12) 

k 

et122) = etl) «) e~l2l 

- e~l) IX! e~12) 

ep23) = e~D!?J e~l2l 

+ e~l) R! e~l2l 

+ 2eil) IX! (ej12) + e~12») - 2e~l) 0 eJ12) 

e~112) = e~l) «) e~ll) e~12l) = 3e~l)" e~12) e~122) = e~l) IX! ep2) e~123) = e~l) ® e~l2l 

+ e~l) 0 e~ll) + 3ep) ® ep2) - e~1) «) e~12) - ep) ® e~12) 

- 2e~l) (>9 (2e~12) - e~12») + 2e~l) 0 (eJ12l- e~12») 

e(112) = e(1) «) e(ll ) e(3121) = 3e(ll) 6C e
3
(12) e

3
(122) = e

3
(1) 0 e(212l e

3
(123) = e

3
(1) (8) e

3
(12l 

3 3 1 

+ e~l) ® e~lD 
+ 3e(21) ® e

2
(12) - e(11) ® e (11 2) - e(11) <9! e(512l 

+ 2e~l) 6C (ej12) - 2e~12») + 2e~D «) e~12) 

ep22) = - eil) 0 e~12) eJ123) = ep) 0 ep2l 

e~l12l = eiD «) eill) 

- e(l) 0 e(lD 
2 2 

e~l12l = e~l) ® e~ll) 

- eW ® e(ll) 
3 3 

- e~l) ® e~12) 

+ 2e~l) ® ei12) 

e~122) = e~l) 0 ep2) 

+ eil) <2> e~l2l 

- 2e~l) «) e~12) 

{aj}hi<: 3 with aj = ~i.k Eiikcp(~)ak is a basis of A~, • 
The Lie algebra <t is Abelian, as follows from 
Theorems 3 and 5 of 1. Actually, by the same theo­
rems, all extensions belonging to (5;2(8(3)) have Abe­
liankernels. However, the kernelof an extension be­
longing to (5; 3(8(3)) can be non-Abelian. Take, for 
example, the diagram 

{ 1} { 1} { I} 

®--_»o~-_)o 
(1. 6) 

Keeping the same notation as before, we get 

Aw = A(CP,j2) EBA:U, EBA~", 

h A " t .. h' t n{l} B id were w" 00 IS Isomorp lC 0 '!I{t}' es es, 

cp2('l'(3))A(cp,j2) = A~", cp3('l'(3))A(cp,j2) = {Or,and 
there is a basis {ai}1<:i<:3 of A;:'", where ai = L;j{cp(~) 
x CP(ti)ay - cp(;)cp(;)aJ. The diagram (1. 6) does not 
give the Lie algebra structure of CL: It determines 
only the S0(3)-module structure of Aw' Some dia­
grams represent graphs of extensions with Abelian 
kernels as well as graphs of extensions with non-

e~123) = eil) 0 e~12) 

+ e~l) ® e~l2l . 

+ e~l) (8) ep2l 

e~123) = eil) (8) e~l2l 

- e~l) 0 e~l2l 

+ e~I)0e~l2l 

e~123) = e~l) 0 e~l2l 

- ei1) 0 e~l2l 

- e~l) '59 e~l2l 

Abelian kernels. However, this is not the case of dia­
gram (1. 6). Notice that if <t is an Abelian, resp. non­
Abelian Lie algebra, the Lie algebra structure of 8 
requires, for all t, t' E 'l'(3), 

[cp(t), cp(t')] = 0, 

resp. [cp(t), cp(t')] = adj2(t,t'). 

Furthermore, if A 1w1 and A 2w2 are arbitrary S0(3)­

submodules of A w' then [Alwl,A2W) must be an S0(3)­
submodule of Aw too. In the case of diagram (1. 6), 
by Theorems 3 and 5 of I and on account of Schur's 
lemma, we must have 

[a~, ajJ = 0, [ai,aj'J=O, [ai,aj'J=O, 

for all i,j E {I, 2, 3}, 

where A E R and is different from 0. 

The assumptions of Theorems 6,9, and 10 of I are 
satisfied by all irreducible extensions of 8(3) which 
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TABLE II. Diagonal action of S0(3) on the basis elements of ,cD¥!" (p ~ 1,2,3) given in Table 1. 

------.~-~-- - -- ----------- -------------

~'~~:.)_~ilJ) beg) b\2l b ~2l ,,(3) h (3) " (3) ,,(3) b (3) " (3) b (3) ="=== 1 ~ 3 __ , 1 __ 2_=-~""_ 6 ~ __ ~~,-=== 

,Ul("l) 0 

,Ui(rz) 0 

,UI(r3 ) 0 

b~2) 2("~21._b~2l) _b;2l -b~2i b~2l __ 1)~3) 11;3) _b~31 _1}~3) 2(1};3)-b~3» 3b~3) + 2b?' .. 2b~3) + 3/1;3) 

- b~2l bi2) 2b~2l b~2) - 2b~iI - 3/1~3l- b~3) 30;3) _ "~3) 2b~3) _ 2b;3) 2bj3) + b~3) 

TABLE m. Diagrams of the extensions belonging to 0'2(8(3». 

{I} {I} 

@I-------X> 

{I} 

@ 

{2} 
)0 

{I} 

{l}~ 
@ 

~} 

then belong to li'n(&(3» (n EN) and are extensions by 
nilpotent Lie algebras. Their graphs are finite, with­
out circuits and, for n -;1! 0, with vertex bases consist-

{I} 
ing of the unique element represented by @. There­
fore, all these graphs are weakly connected. lO, 11 
They can be pictured by diagrams as in the case of 
li'2(&(3)). We emphasize that, on account of Theorem 
7 of I, the 30(3)-module Aw determined by an arbit­
rary w-sliced irreducible extension is isomorphic to 
the dir,ect sum of a family of simple S6(3)-modules 
belonging to {n,!lU\}, • 

W JEN 

2. EXTENSIONS OF <J> 

Lie algebra extensions of <J> have been dealt with in 
other papers.7 ,8,12 Here, we will merely recall some 
results and give a few details. 

We consider the Levi decomposition 

<J> = £ -B cr, 
where £ and cr are, respectively, the Lie algebras of 
the Lorentz and of the translation groups of the four­
dimensional Minkowskian space of relativistic space­
time events. Let {lllv, Ip }~Il,V'P';3 be the usual basis 
of <J> with the Lie products 

(l"v' lpo] = gl'p1vo + gvo1l'P - g,..olvp - g"pl"o' 

(lll'" tp] = gp.ptv - gvptll , [tp • toJ = o. 
{1Ilv}o.;!!r. 3 and {t p}O<;P<;3 are, respectively, bases of 
£ and Y. 

Take an irreducible continuous complex representa­
tion :l) (h,ja)(2h, 2j2 EN) of SL(2, C) on a vector 
space D(h j

2) of dimension (2jl + 1)(2j2 + 1), fEr 
example, the spinor representation S2j1'2i2(on R2i1'2i2) 

of Ref. 2. £ being isomorphic to S£(2, C) [the Lie 
algebra of SL(2, C)], and proceeding as we did in 

J. Math. Phys., Vol. 13, No.4, April 1972 

Sec. 1 for the represe~tations of 36(3), we get a repre­
sentation of £ on D <Jl'J2) still denoted '1) (Jl'h). Sup­
pose first il = i2 = i. '1)(j ,j) is of real type and we can 
choose one real form '1)U ,j} of :l) (j,j) on a vector 
space DU ,jl defined as referred in Sec. 1. If i l ;;t i 2 , 

'1) <Jl'J2) is neither of real nor of quaternionic type, 
and it induces a real representation :r{JuJ 2 l on the 
[2(2j l + 1)(2i2 + 1) ]-dimensional real vector space 

DU
l'j2

l obtained from D <il'ia) by restriction of the 
field C to R. A complete set of representatives of the 
isomorphism classes of simple £-modules is given 
by 

Using the same notation as in Sec. 1, let now (8, p, a) 
be an w- sliced extension of CP by an arbitrary Lie 
algebra C1 and let A( CP,!2) be its fundamental £-

d 1 2 T ., h' t n{l.O} d thO . mo u e. /\ n IS Isomorp IC 0 :l)h.o} , an IS Im-

plies that A(cp,12 ) is isomorphic to D~~~~~} or 

A( CP,!2) = {o}. Because of (cp, 12) E 3 ~,w(<J>, £, a), we 
get 

:B tp.vpo CP(tv)f2(tP, to) = 0 for all f.J. E {o, 1,2, 3}, 
IJ.P.O 

where 

iT = :B gTlJtu' 
u 

It follows that there is no simple £- sub module of 

cp('l')A( cp, 12 ) isomorphic to D~~:J2'~!;~i and generated 

by {:BV,{i,O Ell vpoCP(tV)f2(IP, to)}O"Il"3' However, 
cp(nA( cp, 12), which is isomorphic to an £-submodule 
of D{1/2,l/21 ® n,!l.O} can have one simple £-sub-

:l){lI2,l/2} ~{I .o}, 

module isomorphic to D~KI;',~;{ and generated by 

{:B"cp(tv)12(tv, t,)}o,,/.lO' Notice that, on account of 
Proposition 4 of I, if the length of the isotypical com-

ponent oftype L?i,k~ j of Aw is O. then all extensions of 

<J> by (t with character <1> are inessential (Proposition 
3 of Ref. 8). 

As usual, if a is an Abelian Lie algebra we identify 
cp and <1>, and we have 12 E Z2(CP,£,~). Let 12 -;1! o. 
Taking f2 E Z2(<J>,£,A<fI) with A(<1>,f2) = A(<p,h), and 
letting K be the R-linear map of A (<p, f 2) onto itself 
given by 

Kf2 (tll , t.,) = 1.;(t11' tv) for all J.L," E{O, 1,2, 3}, 

we conclude that K is an £-automorphism of A( <1>,12 ) 
by Schur's lemma. But now we can no more follow 
the method of Sec. 1, sinceA(<1>,f2 )(C) is not a simple 
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TABLE IV. Diagrams of the extensions belonging to (f2(<l') 

{I,O} a,~} 
@ )0 

{I,O} u,n 
@ )0 

{!, t} 

£(C)-module. However, the number of linearly inde­
pendent £-automorphisms of A(<l>,f2) is given by the 
length of the isotypical component of type D~(~~~} in 

the second tensorial power ,:§ D~k~i. 9 As this length 

is 2, and as we know that!2 and!t are linearly inde­
pendent bilinear alternating maps of <P x <P into (j, if 
f; is defined by 

!~(llill,lpa)::=: 0, f;(llill,tp) = 0, f~(t~, i,) 

::: tE €'HTU!2(t T, tV) 
r,U { } for all Il, II, p, (j E 0,1,2,3, 

we get 

f2 ::: Af2 + A' f; (A, A' E R). 

Hence, with A' = 1m!2 '" {o} and .p': <P -4g£(A') given 
by 

<l>'(l)a' = .p(l)a' for aUl E £,a' E A', 

<1>'(/) ::: 0 for all t E 1', 

we obtain 

lJ2(<P, £, A~,) 

fh + A'h* t c", -2 
A, A' E R; 112, h~ E A2(<l?A~,) with { 

~(P,P') ::: fz(P,P'), h~(P,P') \' 

== !;(P,P') for all P,P' E <P / 
(2,1) 

and dim H2(<P, £,A~,) = 2, and not 1 as stated in Ref. 7. 
It follows also from (2. 1) that (S, p) is an equivalence 
class of inessential extensions if and only if there are 
a linear map A E C1 (<P, £, A4» and a pair of elements 
t, i' E l' satisfying 

The extensions belonging to (\;1 (<P), Le., the essential 
primitive extensions of <P, have Abelian kernels of 
dimension six. They can be constructed, using stan­
dard methods, starting from the elements of fl2(<P, £, 
A4», which are given by (2. 1) since <1>(n ::: {O}. 7, S, 12 
{l.O} 

@) is the diagram of the extensions belonging to 
(f 1 ( <P), which are all of the same type, 

In Table IV we list the diagrams of all extensions 
belonging to (f2«(P), On account of Theorems 3 and 5 
of I, (f2«(P) is again a set of extensions with Abelian 

kernels. Examples of extensions belonging to ll:3(<P) 
and with non-Abelian kernels were given in Ref. 8. 
The irreducible extensions of <P satisfy the assump­
tions of Theorems 6,9, and 10 of I (cf. Proposition 
5 and Theorems 11,12 of Ref. 8). Therefore, they 
belong all to (\; n (<P) (n E N)j their graphs are finite and 
without circuits, weakly connected and, for n '" 0, 
{l,O) . 
® represents the unique element of their vertex 

bases, 

3. EXTENSIONS OF S 

We choose a basis {ri' np tk , hO}l~ i.j,k~3 of S with the 
Lie products 

[ri .1jl == E £ijkrk, [ni' nj } = 0, [tp ~1 = 0, 
k 

(ri>nj]=6€ijknk' [ri Jl =E€;jktk' [ri,hol=O, 
k J k 

[nit ~l = 0, [ni' hal == til [ti' hoJ = O. 

{ri}lH~3' {njh~j';:3' {4.h~k"'3' and {h o} generate S0(3), 
::n(3), '1'(3), and JC which are, respectively, the Lie 
algebras of the groups of space rotations, of Galilean 
boosts, of space translations, and of time translations 
of the four-dimensional space of nonrelativistic 
space-time events, The radical of S is 

and we have a Levi decomposition 

Let now (S,p,a) be an w-sliced extension of g by an 
arbitrary Lie algebra (j" and let A(<p ,f2 ) be its funda-

2 
mental S0 (3)- module. As I\R2 is isomorphic to an 

S0(3)-submodule of ~~L x 5~(h x D~(p}, A(<p.f2) is, 

in general, not simple. Proposition 4 of I means in 
this case that if the isotypical components of type 

{oJ il} {2} '" ( ) 
D'l){O} , D'l){l} , and D'l){2} of the Sv 3 -module Aw have all 
lengths 0, then every extension of 9 by (j, with charac­
ter <1> ::=: lla 0 <p is inessential. 

Let!l E L(S, (j,) be given by 

f 1(ri) = 0, 11(n) = 0, 11(tk) == - !2(nk,ho), f I (ha) = 0 

for all i,j, k E {I, 2, 3}. 

fl is actually w-orthogonal to S0 (3) and, moreover, it 
satisfies 

(ol(<p)/1)(nk,ha) =f2(nk,ho) for all k E {I, 2, 3}. 

For that reason, we will hereafter suppose that 
(S. p, (j) has been chosen in such a way that 

f 2(n, h) = 0 for all n E ;Jl(3), hEX. (3.1) 

The conditions which must be satisfied by <p and!2 in 
order that (<p .f2 ) E 3 i.w (S , S0 (3), (j,) are now more in­
volved as in the cases of Secs.1 and 2. For all i,j, 
k E {l, 2, 3} we get 

<p(ni )!2(nj ,nk) + <p(nj )!2(nk,ni ) + <p(nk)!2(ni ,n} = 0, (3.2) 

<P (ti)f2(~' tk ) + <p (tj )f2 (tk, til + <p (tk)!2(ti'~) :::::: 0, (3.3) 

J.Math. Phys" Vol. 13,No. 4,Apri11972 
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Notice that, as 

[cp(ri),cp(h o)] = ° for all i E {I, 2, 3}, 
cp(ti)f2(~,ha) +CP(~)f2(ho,ti) +cp(ha)f2(ti,tj ) = 0, (3.5) 

cp (n;)f2(tj, ho) + cp (ha)f2(ni, ti ) - f 2(tj> til = 0, (3.6) 

cp (ti)f2(~' nk) + cp (~)f2(nk' ti) + cp (nk)f2(ti'~) = 0, (3.7) 

cp{ni)f2(nj> tk ) + cp(nj )f2(lk,n j ) + cp{tk )f2(ni, nj ) = 0. (3.8) 

cp (ho) I A~, is an 30 (3)- monomorphism or ° for each 
simple 30 (3)- submodule A~, of Aw ' on account of 
Schur's lemma. Formulas (3.2)-(3.8) give rise to 
the following system of relations between elements 
of A (cp J 2) and cp (~)A (cp .f2) which, if different from 0, 
are basis elements constructed according to Tables 
I and II: 

. ~ tr.jk cp (ti)f2(~' tk) = 0; 
J,;,k 

~ Etik<P(ha)f2(nj1nk) =- 2~ Eijkf2{nj,tk); 
hk hk 

2~ Eiik cp (tj )f2(tk, ha) + ~ Eijk cp (ho)f2(lj, tk) "" 0; 
hk hk 

~ cp {ni )f2 (ti' ha) + ~ cp (ha)f2 (ni' ti) = 0; 
t , 

~ tr.ik cp (nj )f2{tk> ha) + ~ Eijk cp (ho)f2(nj , tk) "" - ~ tr.jJ2(~' tk); 
},k 1.k 11k 

{cp (".)f2(t2• ho) + cp (~)f2(t1> han + cp (hO){J2(nll t2) + f 2(n2, tI )} = 0, 

{cp (n2)f2(t3• ha) + cp (1Z:3)f2(t2, han + cp (hO){J2(n2, f:3) + f 2(1Z:3, t2n = 0. 

{cp (1Z:3)f2(tI , ha) + cp (nl )f2(f:3, han + cp (ha){j2 (1Z:3, [1) + f 2(n l , f:3)} = 0, 

{cp (".)f2(t1 , ha) - cp (~)f2{t2' hon + cp (hO){j2(nl' t1 ) - f2(~' l:!)} "" 0, 

{cp (n1)f2(tll ha> - cp (1Z:3)f2(f:3, ha)} + cp (hO){j2(nll t1) - f 2(1Z:3, f:3)} = 0; 

3.~ E2ijEjkl <p(tj)f2(nk, tl ) - {3cp(f:3)[f2(n2, f:3) + f 2(1Z:3, t2») + 3<p(t1)[f2(n1, t2) + f 2(n2, t1)] 
',l,k,l 

- 4cp(t2)[f2(n1 , t1) - f 2(n2, t2)] + 2cp(t2)[f2(n1 , tl ) - f2 (1Z:3 , t3)]} + 4~CP(t2)f2(ni' ti) , 

3 . ~ €..3ijEikl <P(tj)f2(nk'~) - {3<p(tl)[f2(1Z:3,~) + f 2(nll f:3)] + 3<p(t2)[J2(n2, f:3) + f 2(1Z:3, t2)] 
t.}. k.l 

(3.2') 

(3.3') 

(3.4') 

(3.5') 

(3.6') 

(3.6") 

(3.6"') 

(3.7') 

(3.7") 

+ 2cp (f:3)[/2(~' t1) - 12 (n2' t2)] - 4cp(f:3)[f2(n1, t1) - 12 {1Z:3 , f:3)]} + 4~cp (f:3)/2(ni, til - 3 . ~ Esij€jkl <p (n j )/2(lk' t l ) = 0; 
~ t~J,k,l 

{<P(t1)(f2 (n 3, t 1) + 12 (n!> t 3)] - <p(t2}[f 2(n2, t 3} +1 2(n 3• t 2)] - 2cp(t3)(f2 (n l , t1) - 12 (n 2, t2»} 
- ~ {E2ij cp(tl )f2 (n;, ti ) + E lij <p(t2)/2 (n i , tj)} + ~ {E2ij<p(nl)/2(tt, t) + Elijcp(n2)/2(li, tj)} = 0, 

'~J "t.} 

{cp(l2)(f2(n l' t2) + 12(n 2, t1)] - CP(t3)[J2(n 3, t1) + 12(n l , t 3)] + 2<p(t1)(j2(n V t1) -/2(n 2, t2)] 

- 2cp(t1)(j2(n 1, t 1) - 12(n 3, t3m - ~ {€3ij cp(t2 )/2(n j ,tj) + E2ij <p(t3)/2(n i , tj)} .. } 
+ ~{E3ijcp(n2)f2(ti,tj) + €2ij<p(n 3)/2(t i ,t)} = 0, 

I.] 

T ~,f'.:lth OhUQ l'n.l 10q lJn .4 4.n .... n 1 Q'7? 
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{CP(t 3}[J2(n 2, t 3} + f 2 (n 3, t2}] - CP(t l }[J2(n l , t2} + f 2'(n 2, tl}] + 2cp(t2}[J2(n l , t l } - f 2 (n 3, t 3)]} 

- 6.{ElijCP(t3}f2(ni,tj} + E3;jcp(tl }f2(n;,tj }} + ~.{Elijcp(n3}f2(ti,tj} + E3ijcp(nl}f2(ti,tj)} = 0, 
~} ~} 

(3.7"') 

{- CP(t l )[J2(n 2, t 3) + f 2(n 3, t2)] - CP(t2)[J2(n 3, t l ) + f 2(n l , t 3)] + 2cp(t3)[J2(n l , t2) + f 2(n 2, t l )]} 

- 6.{ElijCP(tl}f2(ni,tj) - E2ijCP(t2}f2(ni,tj}} + 6.{Elijcp(nl)f2(ti,tj} - E2ijcp(n2)f2(ti,tj)} = 0, 
'.} '.J 

{cp (t 3)[J2 (n l , t2 ) + f 2 (n 2; tl)] + CP(t l }[J2(n 2,t3} + f 2(n 3, t2}] - 2cp(t2}[J2(n 3, t l } + f 2(n l , t 3}]} 

- ~{ElijCP(tl)f2(ni,t) - E3ijCP(t3)f2(ni,tj)} + 6. {E lij cp(n l)f2 (ti,tj) - E3ijcp(n3)f2(ti,tj)} = o. 
'.) ,.} 

Formulas (3. 8'), (3. 8"), and (3. 8"') are then obtained, 
respectively, from (3. 7'), (3. 7"), and (3. 7"') making 
the substitutions ni ~ ti for all i E {I, 2, 3}. Notice 
that the system of relations (3.6"'), for example, is 
obtained from whatever one of its elements by appli­
cation of the S0(3}-module operations. Obviously, 
the same statement is valid for each of the systems 
(3. 2'}-(3. 8"'). 

Using the same notation as before, we suppose that 
(8, p) is an essential primitive extension, and we 
make the usual identifications of cI> and cp. As m.(3} EB 
'l'(3) is the nilradical of g, cI>(m.(3) = cI>('l'(3}) = {O}. 
Besides, by Schur's lemma, 

(3.9) 

(cf. Sec. 1). We will prove that y = O. In fact: 

~a) cI> ~h Q} ~ 0 by (3.6"') if A~ is isom?rphic to D~fi}, 
I.e., If It IS generated by {bi}l" '5 wIth b l = 
f 2(nl> t'2,} + f2..(n 2, tl}' b2 = f 2(n 2, t 3) + f2..(n 3, t'?o}' 
b 3 = f 2{n 3, t l } + f 2(n 1, t 3}, b,* = f 2(nl> t 1) - !2{n2, .t2), 
and b 5 = f 2(n V t 1} - f 2(n 3, t 3}. Analogously, If Aw IS 

isomorphic to D~~~} and it is generated by 6; f2 (ni ,ti }, 

(3.6') requires cI>(h o} = o. 
(b) L~t Aw be isomorphic to D~t!}. Suppose y '" 0 and 
takef1 E L(g,a) w-orthogonal to S0(3),given by 
f 1(ri} = 0, f1 (nj ) =. 0 .. fl(t~ = - (1/y}f2(tk,ho), 
f 1 (h o) = 0 for all z,),k E t1, 2, 3}. As 

(olf1) (tk,h o) =f2(tk,h o), 

we can then choose f 2 in such a way that 

f 2 (t,h) = 0 for all t E 'l'(3}, hE JC. (3. 10) 

Besides, on account of (3.4'), (3. 5'), (3. 6"), and (3.9), 
we get 

y ~ E ijkf 2(nj ,nk) = - 2 ~ Eijkf 2(nj , tk), (3.11) 
}, k J, k 

If (3.10) is satisfied, (3.11)-(3.13) require f2 = O. 
Asf2 '" 0, Y = 0 and6j.kEijkf2(n"tk) =6j.kEijk 
Xf2(~,tk) = 0 for all i E {I, 2, 3}. 
From the previous considerations we can infer that 
(8, p) is an essential primitive extension if and only 
if one of the following possibilities is satisfied. 

(1) Aw is isomorphic to D~N} and it is generated by 
{bi}l~i~5; 
(2) Aw is isomorphic to D~~!} and it is generated by 
ao = 6 i f 2 (np til; 
(3') Aw, isomorphic to Din}, is generated by 
{ai}1";i'3 with 

a; = f 2 (ti , h o) (3.14) 
and 
~ Eijkf2(nj ,n~ '" Aa'i for all i E {I, 2, 3}, A E R - {OJ; 
10 k 

(3") Aw is isomorphic to D~tl}, it is generated by 
{a;}1'i'3 with 

at = ~ ~ Eijkf 2(nj , nk) (3.15) 
and 10 k 

f 2 (ti ,ho) '" Aaj' for all i E {I, 2, 3},>" E R - {O}; 

(3"') Aw is isomorphic to D~g} too, and it is gene­

rated by {ani' i~ 3 with a; = Aaj' (A E R, A '" 0), where 
a[ and at are given by (3.14), resp. (3.15). 

In the cases (1) and (2) 

H2(g,S0(3),Aj = {AhIA E R} 

(with the corresponding Aw and f 2)' by Schur's lemma. 
{2} {a} 
@, resp. @, are the diagrams of any essential exten­
sion of g by such an Aw' Letting now Aw be as in 
(3"'), we define f~.f~ E Z2(g, S0(3),Aj such that 

f~(ti> ho) = a;, ~6j.kEijkf;(nj' nk) = at, and vanishing 
for all other basis elements of g x g. Then 

H2(g, S0(3),Aj = {A'l~ + A'l~ IA',A" E R}. 

The diagrams of the essential extensions of g by Aw 
{l\'{l\H {ll-' 

are in this case®,®, and®, which, respectively, rep­
resent the possibilities (3'), (3") and (3"'). On the other 
hand, it must be noted that, for diagrams of nonprimi-

{l\iv {l\v 

tive extensions, the vertices (6) and (6), with bas~s 

{6j,k Eijkf2 (nj ,tk)}1'i'3' resp.H6j,kEijkf2(~' tk)}1'i'3' 
are not, in general, ruled out. 

Bargmann's superselection rule of the nonrelativis­
tic massl3 is a well-known consequence of the exis­
tence of central essential extensions of g by a one­
dimensional Lie algebra a. On the other hand, we 
know that all central extensions of (l> by such an a 
are trivial (cf. Sec. 2) and that the transition from a 
relativistic to a non relativistic theory involves the 
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Inonu-Wigner contraction of the Poincare group in 
the Galilean one. 14 As this group contraction induces 
a Lie algebra contraction of (P in g, it is natural to 
ask the following question: How can it be that a trivial 
extension of (P by a goes in an essential extension of 
g if we contract (P in g? Saletan15 has solved this 
problem in the general case of central extensions of 
an arbitrary Lie algebra <B by a showing that if <B' is 
a contraction of <B,f2 E B2(<B,A o) may go in a 
(2;<B',AbO»-cocyclef~0) which is not a coboundary. 
In the case of the Inonu-Wigner contraction of (P in g, 
this goes as follows. Let A be a real parameter with 
0< A ~ 1, and consider a one-parameter family of 
isomorphisms T(A):P>--'-+P given, in the basis of Sec. 2, 
by 

T(A)lij = lij , T(A)liQ = AliO T(A)t; = ti , 

T(A)to = (I/A)t o (i,j E {I, 2, 3}}. 

Then there is a corresponding one-parameter family 
of isomorphic Lie algebras (P(A) with p(A) = P and 
(p(1) = (P, which is defined as follows. Letp(A) denote 
PEP when it is considered as an element of (P(A). 
The Lie multiplication [, ] (A) of (P(A) is given by 

If we define a Lie multiplication [ , ](0) by 

[p(O),p'(O)](O) = ~ .... IIJ [p(A),p'(A)] (A), 

we get the Lie algebra (P(O) = g. From the physical 
point of view there are only two different cases: 

(a) 0 < A ~ 1: relativistic theory, where I/A = C 

gives the velocity of light in vacuum in different units; 

(b) A = 0: non relativistic theory with c ~ 00. 

Now, take f1 E C1«P,A o} such that 0lf1 = f2 ;" O. We 
choosef2(lij,l/lm} =0, f 2.(li.i,lkO} =0, f'~Yij,tk} 
= 0 f 2(liQ, ti) ;" 0 for all t,), k, m E {I, 2, 3J. Let 
AbA') be the trivial (p(A)-module with underlying vector 
space A, and let ffA) E C1«P(A) ,AbA)}, f~A) E C2«P(A), 
A~A)} be given by 

ffA)(p(A» = (I/A 2)j1(P) (0 < A ~ 1), 

f~A)(p(A),pl(A)} = (0 1 (ffA) OT(A}-l)} (T(A}P, T(A)P') 

(0 < A ~ 1), 

f(O) = lim f(A) • 
2 A .... O 2 

Obviously,f~A) E Z2«pCA),A~A» for all A ;" 0, and Sale­
tan 1 5 proved that this is also true if A = O. We get 
then 

1 (0)(Z(0) Z(O» = 0 f 11 {O 1 2 3} 2 J'IJ' po or a /J., IJ, p, (J E '" , 

f~O)(l}f), tiO» = 0, f~O)(l~O), t~O» = 0, 

f (O)(l(O) teo»~ - 0 
2 iO' ° -, 

and 

f~O)(l~g), ~(O» = - gij f 1 (to) for all i, j, k E {I, 2, 3}. 

Furthermore,f~O) rf- B2(g ,AbO» because 

(olhfO»)(l~g), t~O» = 0 for all hfO) E C1(g ,AbO». 
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The five one-vertex diagrams of the essential primi­
tive extensions of g considered above do not fill the 
set of diagrams of extensions belonging to (j;l (g). 
However, they are all the connected ones (those which 
picture connected graphs). Obviously, the disconnec­
ted diagrams of extensions belonging to (j;l(g) are 
obtained by combination of the connected ones, and 
their maximal number of vertices is four, since ur UY ur 
@ may never be combined with @ or (and) @ . 

All extensions belonging to (j; 2 <8) have Abelian kernel, 
notwithstanding the fact that <R2 is not Abelian. In 
fact, the fundamental St>(3}-module A(CP'/2} of an w­
sliced e~tension of g by an arbitrary Lie algebra a 
satisfies 

because of (3. I). Following the proof of Theorem 3 
of I, we get 

Hence, in order that (8, p) E (j;2(g), a must be Abe­
lian on account of Theorem 5 of I. Diagrams of irre­
ducible extensions can be drawn as in the case of 
extensions of 8 (3) and (P, but we have now to use 
three kinds of arrows, ~, --,., and"'}>, picturing, 
respectively, the action of cp(1'(3}), cp(:JL(3}), and cp(JC}. 

For example, 

{O} 

{I}' ~ @ , 

{I}' {IV "" {O} , ' ... {O} 

@-----+@), '}, '" .,;P 

{O} {O} 
@' @ 

are diagrams of extensions belonging to (j;~(g). They 
are supposed to satisfy the relations (3.2')-(3.8"'). 
However, there is no extension of g with diagram 

{I}' {I} 
@------~ (3.16) 

since (3. 6") is never satisfied by (3.16). This shows 
how much care is needed when one draws diagrams 
of extensions of g, in order to satisfy (3. 2'}-(3. 8"'). 

A non-Abelian extension belonging to (f 3<8) can be 
constructed from the diagram 

{I}" {I} {I} 

@------~------~o 

in full analogy with the procedure shown in Sec. 1 for 
the extensions of 8(3) with diagram (l.6). 

Now consider an extension (8, p) of S by a with dia­
gram 

{I}' {1} 

(3.17) 
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Taking again an w-sliced extension related to (S, p) 
with fundamental se (3)-module A(cp,! 2)' we see from 
(3.17) that 

Aw == A(CP,!2) Ef)A~" 

where A(cp,h) and A.:" are isomorphic to D:£ll}' 
A(cp,!~) is gene.rate? by {aih~j~3 with .aj == h(~i' h o), 
and {tz.i }1~j~3 wIth 5 == cp(hoJf k(~' h9) IS a baSIS of 
A',. Moreover, cp('JL(3»A(cp f~.J == cp\1"(3»)A(cp,j 2) :::: 
cpt7'(3»A~, :::: cp(:n(3»A~ == {o . As cp(h o) '" 0, we con­
clude that, for any i E 1.1,2,3 , 

cp(ho)a; == Aa; (A E R, A '" 0) 

by Schur's lemma. 

Hence the radical of S is not nilpotent, and (S , p) 
belongs to ~oo(g). Unlike ~oo(S(3» and ~oo(<P), (foo(g) 
is not empty. Actually a is an Abelian Lie algebra, 
because of Theorems 3 and 5 of I and since the Lie 
multiplication is a bilinear alternating map. 

4. EXTENSIONS BY S(3),<P,AND 9 
Let a mean S (3), <P, or g. Suppose ill is an arbitrary 
Lie algebra, and let cP E hom(ill, 6. (a )). If w is the 
central character determined by CP, we getH2(ill, C (a\,) 
== {o} since e(a) == {O}. Hence, on account of the bijec­
tion (1. 5) of I, there is only one equivalence class of 
extensions of ill by a with character CP, or ext(ill, a, cp) 
==~. In the Appendix we will show that (D(a), II (1) is 
an inessential extension of 6.(a) by I(a). Therefore, 
for arbitrary ill and arbitrary cP E hom(ill, 6. (a )), 
Obs(ill, a, cp) :::: 0, there is one and only one equiva­
lence class of extensions of ill by a with character CP, 
and all these extensions are inessential (cf. Sec. 2 of 
Ref. 8). 
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APPENDIX: THE LIE ALGEBRAS D(S(3», D(<P), 
AND D(g) 

A Lie algebra a being given, define Da E I(a) (a E a) 
by 

Daa' :::: [a, a'] for all a' Ea. 

If a '" {O} and {aj} is a basis of a, then {Da} is a basis 
of l(a) because ' 

[Dal , Da
2
1 :::: .qa

1
.a

2
] for all av a2 Ea. (A1) 

Letting a be S(3), <P, or S and considering the bases 
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An algorithm is presented whereby anN-dimensional orthogonalmatrixcanbe represented in terms of ~N(N 1) 
independent parameters rJ.{l [" 2,3, '" ,N; /, = 1,2, ... , (II - I)J. The parameters have the character of angles, 
whose compact domains are defined in a manner such that there exists a one-to-one correspondence between 
the points in the parameter space and the group of orthogonal matrices. Explicit formulas are given which ex­
press all matrix elements in terms of the angles, and formulas are given which express the angles in terms of 
the matrix elements. Special choices of angles give block-diagonal matrices. For three-dimensional matrices, 
the parametrization is equivalent to that of Euler. 

1. INTRODUCTION 

Orthogonal transformations occur frequently in theo­
retical physics and theoretical chemistry. An ortho­
gonal matrix has N2 different elements which satisfy 
N(N + 1)/2 constraints, viz. the orthonormality condi­
tions. Thus, the number of independent variables is 
only N(N - 1)/2, and sometimes it is desirable to 
have a convenient representation of the elements in 
terms of a set of independent parameters. In a pre­
vious communication on this subject, I a parametric 
representation was given, which cauld be considered 
as a generalization of the Eulerian angles known for 
the three-dimensional case. 

Three questions had been left unanswered in that in­
vestigation: (1) The geometrical significance of the 
angular variables introduced; (2) the boundaries of the 
domains of these variables in the parameter-space; 
and (3) the algebraic inversion formulas of the angu­
lar variables in terms of the elements of the ortho­
gonal matrix. The second of these is essential when­
ever an integration over the parameter space is re­
quired, as might be the case when the orthogonal mat­
rices are considered as forming a Lie group. The 
third is essential in many practical situations, when 
initial values are given or interpolation is desired. 

The treatment of the problem, developed in the 
present investigation, contains the answers to these 
outstanding questions. Thereby, the problem of the 
parametrization of a general orthogonal matrix is 
completely solved. 

2. INDEPENDENT ANGULAR PARAMETERS FOR 
AN N-DIMENSIONAL ORTHOGONAL BASIS­
TRANSFORMATION 

A. Parametrization of a Unit Vector 

Consider an arbitrary unit vector in an N-dimensional 
vector space spanned by the orthonormal basis vec­
tors e l , e2, ... , eN' Such a unit vector can be expres­
sed by the following parametric representation: 

a = e l sinel + cos91(e2 sin92 + cos92{e3 sin93 

+ cos83 [, •• cos9N-2(eN- 1 sin8N_1 + eN cos8N_l )·· • ]}) 

(1) 

in terms of (N - 1) arbitrary angles. This decomposi-
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tion can be obtained by the following sequence of pro­
gressive prOjections: 

fl = a, 

fk = S~k + ckfk+1 , k = 1,2, •. " (N - 1), (2) 

where, for all k, 

(3) 
and 

Sk = sine k , c k = cosek (4) 
with 

Ok = angle between fk and fk+l 

= (i- 11) - (angle between fk and ek ). (5) 

In particular, therefore, 

(6) 

It is apparent that sinek can be positive or negative. 
But by definition, fk+l is taken in the direction of the 
projection of fk onto the space spanned by ek+l> e k+2 , 

•• " eN' Hence, cose k can be restricted to being posi­
tive. The only exception is eN-I because fN = eN is 
fixed, and so cose N-l can be positive as well as nega­
tive. Consequently, if the domains of the angles are 
chosen as follows, 

1 1 
-21T~ Ok ~ 21T 

- 1T ~ eN - 1 < 11, 
1 

eN = 2 1T, 

for k = 1,2, .• " (N - 2), ( 

\ , 

(7) 

then all possible directions of a are uniquely related 
to the angles ° 1 ••• e N-l • 

can be 

(8) 

B. Orthogonal Transformation to a Basis Containing 
One Arbitrary Unit Vector 

With the help of this representation of a, it is possible 
to construct an orthogonal basis which contains a as 
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tion can be obtained by the following sequence of pro­
gressive prOjections: 

fl = a, 

fk = S~k + ckfk+1 , k = 1,2, •. " (N - 1), (2) 

where, for all k, 
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and 

Sk = sine k , c k = cosek (4) 
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one of its basis vectors. It is the new orthonormal 
basis set bv b 2 , ••• , bzy, whose vectors b v are defined 
by 

v = 1, 2, ... , (N - 1), (9) 

(10) 

where 0v denotes a/oeu' Before proving this conten­
tion, we note that, according to Eq. (2), 

ova = (c l c2·· .cv-l)ov(svev + cJv+l)' 

whence 

v = 1,2, "', (N - 1). (11) 

As for the proof, we observe that, for JJ. < v, 

0Il ova = [all (c l c2'" CV-l)][ov(svev + eufV+I)] 

= (- SIl/CIl)OUa• 

Now since a is normalized, one has 

(12) 

(13) 

which shows that (bN'b" ) = 0 for v >"- N. By virtue of 
Eqs. (12) and (13), one obtains also 

(a'oll ova) = (- sll/cll)(a'ova) = 0, 

whence 

(olla) . (ova) = 0Il [(a'ova)] - (a'ollova) = 0 (14) 

showing that (bjl'b u ) = Oforll >"- v, Il >"-N, v>"-N, 
which demonstrates the contention. 

From Eqs. (10) and (11) the transformation to the new 
basis can be written 

N 

b k == I; eiAik' 
k'l 

The matrix A has the form 

(15) 

and, in the four indicated regions, the elements are 

Region I: Aii = ci , i = 1,2, ... , (N - 1), (16) 

Region II: AiN = (c I c 2 " 'c;)(s;/ci ), 

Region IV: Aik = 0, i < k < N. 

i = 1,2, .•. , N, 
(17) 

i > k, 
(18) 

(19) 

According to Eqs. (10), (11) and Eq. (1), the particular 
parameter choice a 1 = a 2 = .•. = a N-l = 0 yields 

bv = ev for v = 1, 2, ... , (N - 1) 

bN = a = fl = f2 = ... == fN = eN, 

whence 

(20) 

Since all transformations considered here can be ob­
tained by continuously varying the e k from zero to 
their respective finite values, it follows that det(A) = 1 
(and not - 1), Le.,A always represents a proper rota­
tion. 

C. Transformation to a Basis Containing N Arbitrary 
Orthogonal Unit Vectors 

In order to construct the transformation from the 
original basis e Ie 2 ' • 'eN to an arbitrary new ortho­
normal basis a 1 a 2 , ••. ,aN we proceed as follows. 

Consider first the vector aN; identify it with the vec­
tor a of the previous section; and form a new basis 
b\N) , b~), .. " b,o/!1' b,o/) = aw, with the help of a trans­
formation A(N) of the form defined in Eqs. (15)-(19). 
Denote the angular variables by e}N). 
Next consider the vector aN_I' It lies in the space 
spanned by b<{>, b«), ... , bWJI , and the method of the 
previous sections can now be used to construct a new 
basis b(N-1) b(N-I) h(N-1) b(N-1) - a b W-1) = a 1 '2 , ... , UN-2 ,N-1 - N-1' N N 
by an (N - 1) dimensional transformation A N- 1 from 
b\N) • •• bj,l!i to b<{-1) ... b)r--l) according to Eqs. (15)­
(19) with new angular variables a~N-I). 

In an analogous fashion, we treat successively the vec­
tors aN- 2 , aN- 3 , •• " a 3 , a 2 . The general step in this 
sequence of transformations leads from a basis 

b
(v+l) b(v,1) b(u+l) b (u+1) _ 
1 '2 , •.. , v , (v+l) - au+v 

b (v+l) - ~ b(v+1)- a 
u+2 - -,,+2,"" N - N, 

to the basiS 

bey) b(v) bey) bey) - a bey) - a hey) = aN 
1 , 2 ,"', v-1> v - v' v+1 - v+1>"" UN 

by means of a transformation 

b~) = I; b(V+l)Bk), 
i ' 

(21) 

where B(v) is the matrix 

B(v) = (!(V) I 0) 
IW-v) . (22) 

Here I(N-v) is the (N - v)-dimensional unit matrix, 
and A(v) is a v-dimensional matrix of the general 
form discussed in Eqs. (15)-(19), with the angular 
variables 

d V) = cosa~v), , t 

i = 1,2, "', (v - 1). (23) 

Note that the e~v) have the domains 

- ~1T:S elv):s ~1T for i = 1,2, .•. , (v- 2), 

- 1T <: a(v) < 1T (24) 
~ v-I , 

e~v) = ~ 1T. 

The composition of the consecutive transformations 
eventually yields the basis a l a 2 •• 'aN in terms of the 
basis e Ie 2 " 'eN by means of the resulting trans­
formation 

N 

an = I; e j Tjn , n = 1, ... , N, 
)=1 

(25) 

where T is the matrix product 
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Since T is orthogonal, the inverse of Eq. (25) is 

(27) 

Furthermore, it is readily seen from Eqs. (21), (25), 
and (26) that the intermediate bases b~v) can be ex­
pressed as 

b(V) - L;T(v-Ua 
Ii - lin n (28) 

n 

with the definitions 

T(v) = B(v)B(v-l>B<v-2) ... B(3)B(2). (29) 

3. CONSTRUCTION OF THE TRANSFORMATION 
MATRIX FROM THE ANGULAR PARAMETERS 

From Eq. (29) follows that T can be constructed by 
the sequence of recurrence steps 

T(l) = I, 

T(v) = :S<v)T (v-I), 

(30) 

(31) 

(32) 

Now the recurrence step of Eq. (31) is equivalent to 
the basis transformation from the b¥) to the biv+l). In­
deed, the inverse of Eq. (21) is given by 

b(rU = :B B:)bV') (33) 
I 

and, by virtue of the representations given in Eq. (28), 
this is equivalent to 

~(V) _ 6B(v)T(v-l) 
kn - I kl In , (34) 

which is identical with Eq. (31). 

In order to obtain simple formulas for Eq. (33), we 
observe that the original transformation of Eq. (21) 
can be expressed with the help of Eqs. (2), (10), (11), 
which yield 

b(V) - c(v)b(v+u _ s(V)r(II+U 
k - k k k k>1 , 

f(v+v - s(V)b(v+l) + eMf(v+l) 
k - II k k k+l , 

fork= 1,2, ... ,(v-1),and 

~(II) - f(v+l) - a" 
U II - 1 -, 

(35) 

(36) 

(37) 

(38) 

b ell) - b(v+l)- a 
j -j - i' j = (v + l),(v + 2), ••• ,N. 

(39) 

Since the set of Eqs. (40)-(44) is equivalent to the 
recurrence relation (33), it follows that the desired 
recurrence relation (31), (34) can now be expressed 
in the form 

T(v) = ~u)T(u-l) + s(u) F,(u) 
kn k kn II kn, 

for k = 1,2, ... ,(v-1),and 

(45) 

(46) 

(47) 

(48) 

T,<.:') = 0jn, j = (v + 1), (v + 2), .. . ,N. (49) 

Here the quantities Fk<.:') are defined by the expansions 

r(v+1) - " F,(v)a 
k - 'r/ kn n· (50) 

Equations (45)-(49) represent a self-contained re­
currence procedure, which starts with 

T (l) - " 
kn - U kn· (51) 

Given the matrix T(v-l), Eqs. (46) and (47) yield all 
quantities Fk<.:') and, with these, the elements of the 
matrix T(v) are obtained from Eqs. (45), (48), and (49). 

Thus, for a set of N(N - 1)/2 angles ~v) [v = 2, •.. , N; 
k = 1, ... , (v- 1)] in the domain stipulated by Eq. (24), 
an orthogonal matrix T with determinant + 1 is ob­
tained by applying the recursive scheme (45)-(51). If, 
instead of Eq. (51), one uses 

T (l) - - 1 11 - , 

T(l) - 0 for all other elements kn - kn 

as a starting point, then an orthogonal matrix with 
determinant - 1 is obtained. 

4. DETERMINATION OF THE ANGULAR PARA­
METERS FROM THE TRANSFORMATION 
MATRIX 

(52) 

From the definition (22) of B(v) and the basic recur­
rence relation (31), it is apparent that the matrices 
T (v) have the structure 

(53) 

so that the recurrence step of Eq. (31) reduces to 

f(v) = A(V)(T(~-U~), This set of equations can be inverted to give 

~(v+l) - -J1I)b(v) + S(II) f(II+V 
Uk - '-Ii k II k , (40) that is, 

f(u+ll - _ S(V)..,(II) + cC;1I)r(v+l) 
k+l - k Uk k k , 

for k = 1,2, .•. , (v - 1), and 

r~v+l) = tJ.::) = av, 

tJ..::+1) = f~v+l), 

If·v+l) =If·v) = a· J. = (v + 1), ... ,N. 
J J J' 
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(41) 
Tk(,:) = A~2, k = 1,2, ... , II. 

By virtue of the form of A(v) given in Eqs. (16)-(19), 
(42) this becomes 

(43) T (V) - e(v)e(v) ••. e(lI) s(v) k 1 2 v (54) 
kv - 1 2 Irl k' =" ••. , . 

(44) These identities furnish the following recurrence 
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scheme for determining the angles e,,(v) from the mat­
rix elements Tk~): Find eIv)e~) ••• e~~2 from 

sine~v) == Tl,r) , 

sineiv) == Tk(~) /(cose~v)cose~v) ••• cose~~D, (55) 

and the conditions - i 1T cS (j.;,) cS t 1T. Finally, find 
eS~i from 

sm' e(v) - T(v) /(cose(v)cose(v) .•. cose(v» v-1 - v-Lv 1 2 v-2 , 

cose(v) == T(v)/(cose(v)cose(v) .•. cose(~» (56) v-1 vu 1 2 v 2 , 

and the condition - 1T cS eS~i < 1T. If anyone of the 
angles e~v) should turn out to be equal ±(1T/2) (so that 
cos(}~v) == 0), then all subsequent angles e1.:'i ... eS~i 
are arbitrary and can be set equal to zero. 

Instead of Eqs. (55), (56), the following alternative re­
currence scheme can be employed. First e ~~1 is 
determined from 

tane(v) == T(v) /T(v) v-1 v-l, v uv' 

sign (sineS~i) == sign(TS~Lv), 

sign (coseS~D == sign (Tv',;'», 

- 1T cS eS~i < 1T. 

Then eS~~, eS~L ••. , eiv) are found from 

tane(v) == 1'(v)/(1'(v) /sine(v» k kv k+l, v k+1 , 

(57) 

sign (sine ~v» == sign(Tk',;'», (58) 

- 1T/2 cS e~v) cS + 1T/2. 

This recurrence procedure is numerically preferable 
when a two-argument arctangent is available which 
automatically finds an angle 0' such that 

tanO' == N /D, - 1T cS 0' < 1T, 

sign (sinO') == sign(N), sign (cosO') == sign(D). 

If, for a certain value k, one finds e~v) such that 
Ti·/i. v / S ~~i) == 1, then all subsequent Tk<.!i. v , T~d.v , 
· • " Tit) will vanish and one has to put eki == e~~~ 
· .. e'1) == o. 

Consequently, all tN(N - 1) angles e~v), II == 2,3, 
· .. ,N, k == 1,2, ... , (II - 1), representing a given 
orthogonal matrix T can be found, if all intermediate 
matrices T(2), T(3), "', T(N) are known. Now T(N) is 
identical with T, and thus known. The remaining T(v), 
for II == (N - 1), (N - 2), ... ,2, can therefore be cal­
culated, if a recurrence step leading from T(v) to 
T(V-1) is available. Such a recurrence relation is 
obtained by inserting the representations of Eq. (28) 
and (50) into the set of Eqs. (35)-(38), which yields 

for k = 1,2, .. " (11- 1), and 

T(v-1) - F(v) = 0 
vn - In vn' 

1'(v-1) = o. j == (II + 1), (II + 2), .. . ,N. In In' 

(59) 

(60) 

(61) 

(62) 

(63) 

Given the matrix T(v) and the angles e~u), Eqs. (60) 
and (62) yield all quantities FkY:> and, with these, the 
elements of T(v-1) are obtained from Eqs. (59), (61), 
and (63). 

Equations (55)-(63) provide thus the means to obtain 
a parametriC representation in terms of i N(N - 1) 
angles for an arbitrary orthogonal matrix T. 

5. DISCUSSION 

A. Relation to Previous Formulation 

The construction procedure of Eqs. (45)-(52) is identi­
cal to that given by Raffenetti and Ruedenberg, 1 ex­
cept for some changes in notation. In the previous 
paper the quantities Ykn' T(n), t(n), S~:) were used. The 
relation to the symbols used here is as follows. 

Ref. 1 this work 

Y kn e (n) 
k 

T(n) T(n) 

s(n) 
kn 

_ F,(n) 
kn 

t(n) (T(:-1) ~) 
In Ref. 1, there was also given a recurrence procedure 
for calculating the derivatives ofT with respect to the 
angular parameters. 

B. Block Diagonal Form 

It was furthermore shown in Ref. (1) that the con­
struction by Eqs. (45)-(52) is equivalent to express­
ing T as the product, 

T == an- 1 .n . a n- 2•n • an-3.n • a n-4 .n • 

x a n-2.n-l· a n- 3 .n- l · a n-4 .n- l 

x an- 3.n-2 • an-4 •n-2 

x· ... 

x· 

a 2.n • al,n 

a 2,n-l,al ,n-l 

a 2,n-2 ·al ,n-2 

x a2 ,3 • a l ,3 

x al,2 

where each a is the "2 x 2-type" orthogonal mat­
rix, which is identical with the unit matrix except for 
the diagonal elements in the pth and qth column which 
are cosekq) , the element on the intersection of the pth 
row and the qth column which is sine},q) , and the ele­
ment on the intersection of the qth row and the pth 
column which is - sine~q). 

Since each of these factor matrices has the nonzero 
off-diagonal elements in a different pOSition, the 
present formulation is very convenient for the con­
struction of a matrix which is block-diagonal or even 
equivalent to being block-diagonal (Le., which can be 
made block-diagonal by appropriate permutations be­
tween the rows and between the COlumns), Such a 
matrix is obtained by simply chOOSing e},q) == 0 for all 
index pairs pq for which the block-diagonal form re­
quires Tpq == O. 

C. Accuracy 

Computer programs were written for both processes: 
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the construction of T from N(N - 1)/2 angles elV
) and 

the determination of N(N - 1)/2 angles elv ) from a 
given orthogonal matrix T. Test cases were run 
where, first, T was evaluated from arbitrarily chosen 
angles and, then, the angles were recalculated by the 
inverse process. It was observed, somewhat sur­
prisingly, that no significant figures were lost in 
carrying out the two processes in succession. A 
documented copy of the FORTRAN program has been 
submitted to the Quantum Chemistry Program Ex­
change at Indiana University. 

6. ALTERNATIVE PARAMETRIZATION 

There are many different parametrizations which can 
be formulated that are similar to the one outlined in 
the previous sections. For example, instead of Eq. (2), 
one could write 

where the barred quantities are the counterparts of 
the unbarred functions previously defined. However, 
in order that the transformation A [corresponding to 
A of Eq. (15)] have determinant + I, it is necessary to 
replace the definitions (9), (10) by 

b 1 = a, 

b
V

+1 = (sl" . sV_l)-lava. 

The matrix A has the structure 

Aij = 0, j-i2:2, 

A ij = - S i , j - i = I, 

Ail = 81'''8 i - 1Ci , 

Aij = cj - 1 sA+l'" Si-l Ci , i 2: j 2: 2 

and equals the unit matrix when all angles are zero. 

We introduce the succession of basis sets 

-bU) - -be 1) -bU ) 1 - aI' 2 , ••. , N 

-b(2) - -b(2) - a -b(2) 
1 - a v 2 - 2'···' N 

which are related by the transformations 

-be v+1) - "b(v) B ~-v) 
k - L.J i 'k 

where i 

'B4L) = (I(N-Il) I 0 \ • 
o A (Il») 

The matrix "B<IJ) is parametrized by the iJ. - 1 angles, 

o ~ Jf'") ~ n, i = (N - iJ. + 1) to (N - 2), 

o ~ J~}1 < 2n. 

With this choice of angles the equations equivalent to 
(35) and (36) are 

b-(v) - s(N-v+l)b-(v-l) + C(N-v+l)"f(v) 
k+l - - k k k k+l' 

1.
k
(v) = C~N-v+l)b~v-l) + s,.(N-v+l)1.~{, 

J. Math. Phys., Vol. 13, No.4, April 1972 

which can be inverted to yield 

b(v-1) = C(N-v+l)1.(v) _ :;;:(N-v+l)6(v) 
k k k -k k+V 

f(v) - S(N-v'I)~v) + c(N-v'lJ'6(v) 
fitl - k k k k+l' 

These equations together with the conditions 

~j) = b(j-1) 
N N' 

fv(v) = a
v 

yield the recurrence steps by which if can be de­
composed or constructed. 

The matrices if(!j are defined by 

if(v) = "B(!j"B(v-1) • •• "B( 3)"B(2) 

and T by 

if = if(N). 

They can be constructed recursively by the relations 

TJv+l) = C~u+l) F(II) _ s(II+1)T~v) 
ik t l,k , z,+Lk' 

Ii' (u) - s(v+1) F(II) + c{v+1)"nv) 
i+1,k- i ik i i+1.k' 

with the aid of the initial condition 

Ff,<.!'J.k = Q N-II,k' 

Here the matrix F(II) is defined by the relations 

~ F;~u)ak = I}N-v). 
k 

The matrices if(v) can be decomposed by the relations 

T{v) = - s(II+1) TI v+1) + av +1) F(v) 
z+Lk ,tk Z l+Lk' 

F;~) = ~v+1)r;~+1) + stv+1)F;~1,k' 

and the condition 

Po'(v) - -r,(1I+1) 
Nk-Nk' 

The angles of if can be determined from the relations 

cosJ(v) - r(v) 
N-v+1 - N-v+1.N-v+1 

cos o(v) - T (v) /(sinJ (v) s' n ,(v») 
v, - i.N-II+1 N-v+l' •• 1 v i - 1 , 

i = N - j) + 2 to N - I, 

sinJ,V-.i = T N ,N-v+1/(sinJ,lflv+1 ••• sinJ1"!2)' 

As was the case with the transformation T, the trans­
formation if can be written as a product of ~N(N - 1) 
"(2 x 2)-type" orthogonal matrices. This is implied 
by the existence of the recurrence relations given 
above. However, in contrast with the former case 
when there was one 2 x 2 matrix with off-diagonal 
elements in the position of any given off-diagonal ele­
ment of T, all 2 x 2 matrices occurring here have the 
general structure 

(
d nn 

d n +1,n 

dij = Qij' 

d n,n+1) (C - S) 
d n+1.n+l - S C ' 

i,j ~ n, n + 1, 

where d .. is an element of the 2 x 2 matrix and c and 
s are th~ cosine and sine, respectively, of the asso­
ciated angle. 
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An intrinsic quantization procedure based on higher symmetries of classical dynamical systems and utilizing 
the techniques of van Hove and Souriau is proposed. The procedure is intrinsically Hamiltonian but not 
explicitly canonical in that the Heisenberg algebra plays no fundamental role. The proposed method is applied 
to the II-dimensional harmonic oscillator and to the II-dimensional hydrogen atom. This approach seems to 
provide the first intrinsic justification of the success of ordinary correspondential quantization for this last 
system. 

1. INTRODUCTION 

Purpose of the present paper is to illustrate a pro­
posal for a new point of view in quantization theory. 
The presentation given here has a rather provisional 
character from a mathematical standpoint, leaving 
rigorous proofs and technical refinements to a sub­
sequent discussion. 

As is well known, the usual correspondential proce­
dure of quantization (Schrodinger method) is a rather 
artificial operation which does not reflect, in general, 
intrinsic geometric or perhaps dynamical properties 
of the physical system to be quantized. As a conse­
quence, it depends strictly on such arbitrary and local 
objects as the canonical coordinates used for the 
Hamiltonian description: Precisely, the Schrodinger 
quantization must be carried out in Cartesian co­
ordinates while the quantization in generalized co­
ordinates is always to be deduced by means of a suit­
able transformation (see, for instance, Refs. 1, 2,3). 
This unsatisfactory situation becomes a serious 
drawback as soon as the phase space n cannot be con­
structed in the usual way over a configuration space 
M (c9tangent bundle n = T*M); in fact, in this case, 
the procedure completely fails. 

Another unappealing feature of this method is that it 
does not give a general prescription to obtain self­
adjoint operators from a suitable class of classical 
dynamical variables. As a consequence, the mathe­
matical structure of the operators constructed by the 
correspondential procedure must be analyzed case 
by case. 

A final point about the Schrodinger correspondential 
quantization is the lack of uniqueness. 4, 5 This is 
usually taken as a further shortcoming; however. the 
fact that different quantum observables (and thus 
different processes of measure) may "correspond" 
to the same classical variable appears to be inherent 
to the epistemological status of quantum mechanics 
and, in our opinion, should not be considered a weak­
ness of the theory. 

The need for a more clear foundation of quantization 
has given rise to many interesting investigations. 
These works can be divided into two classes. The 
first one is concerned with algebraic rules for assign­
ing operators to classical variables is some co­
ordinate-invariant way4-9; the subsequent discussion 
should make clear that this approach is inadequate. 
The second class is concerned with a quantization 
based on the intrinsic geometrical structure of the 

canonical transformations and follows a group­
theoretical rather than a simply algebraic 
approach. 10- 16 The present paper belongs to this 
last class of works. 

Our approach originates from the belief that if some 
typical attributes are to be maintained in the abstract 
process of quantization from classical dynamics, these 
should be global symmetry properties which embody 
configurational and dynamical features. Thus we 
propose an intrinsic quantization scheme for the 
Hamiltonian systems which admit a global maximal 
symmetry group satisfying certain reasonable con­
ditions. It is clear that the consequent range of 
application of the theory is very narrow. 17 However, 
it contains in particular the dynamical systems which 
provide the basic models for all the nonrelativistic 
particle interactions, namely the oscillator and the 
Coulomb problems. In this connection we claim that 
our approach "explains" the up to now rather myster­
ious quantization of the hydrogen atom. 13,14 In a 
sense we can say that our quantization is system­
dependent. At the same time we are convinced that 
a general intrinsic quantization procedure is a pro­
blem which cannot be settled within the framework of 
ordinary quantum mechanics. 

Our procedure can be roughly divided into the follow­
ing steps. A first stage corresponds to the identifica­
tion of the global symmetry at the classical level 
together with an enlarged "noninvariance" transforma­
tion group of the phase space called the "quantization 
group". An essential property of this last group is 
that it always contains the Hamiltonian of the given 
dynamical system expressed as a function of a single 
infinitesimal generator. The second stage is the 
construction of a "contact" manifold n2n+1 over the 
phase space ("espace fibre quantifiant" of Souriau, 
see Ref. 12), in which a global action of the quantiza­
tion group is defined. The third step is the consequent 
construction of a unitary reducible representation 
<R(1/1l) of the quantization group within a suitable sub­
space of the Hilbert space of Lebesgue square­
integrable functions on O2 ... 1, The final step is the 
reduction of <R(1,h!) and the selectionof the irreducible 
"quantum representation" CR. The second and third 
steps realize a process which can be called a pre­
quantization.1S 

The true quantization is accomplished by the fourth 
step which defines uniquely the quantum description 
in terms of a complete set of observables which 
include the Hamiltonian. In this sense, the procedure 
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does not give a general prescription to obtain self­
adjoint operators from a suitable class of classical 
dynamical variables. As a consequence, the mathe­
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usually taken as a further shortcoming; however. the 
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different processes of measure) may "correspond" 
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to the epistemological status of quantum mechanics 
and, in our opinion, should not be considered a weak­
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has given rise to many interesting investigations. 
These works can be divided into two classes. The 
first one is concerned with algebraic rules for assign­
ing operators to classical variables is some co­
ordinate-invariant way4-9; the subsequent discussion 
should make clear that this approach is inadequate. 
The second class is concerned with a quantization 
based on the intrinsic geometrical structure of the 

canonical transformations and follows a group­
theoretical rather than a simply algebraic 
approach. 10- 16 The present paper belongs to this 
last class of works. 

Our approach originates from the belief that if some 
typical attributes are to be maintained in the abstract 
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should be global symmetry properties which embody 
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our approach "explains" the up to now rather myster­
ious quantization of the hydrogen atom. 13,14 In a 
sense we can say that our quantization is system­
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Our procedure can be roughly divided into the follow­
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tion of the global symmetry at the classical level 
together with an enlarged "noninvariance" transforma­
tion group of the phase space called the "quantization 
group". An essential property of this last group is 
that it always contains the Hamiltonian of the given 
dynamical system expressed as a function of a single 
infinitesimal generator. The second stage is the 
construction of a "contact" manifold n2n+1 over the 
phase space ("espace fibre quantifiant" of Souriau, 
see Ref. 12), in which a global action of the quantiza­
tion group is defined. The third step is the consequent 
construction of a unitary reducible representation 
<R(1/1l) of the quantization group within a suitable sub­
space of the Hilbert space of Lebesgue square­
integrable functions on O2 ... 1, The final step is the 
reduction of <R(1,h!) and the selectionof the irreducible 
"quantum representation" CR. The second and third 
steps realize a process which can be called a pre­
quantization.1S 

The true quantization is accomplished by the fourth 
step which defines uniquely the quantum description 
in terms of a complete set of observables which 
include the Hamiltonian. In this sense, the procedure 
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provides an intrinsic Hamiltonian quantization. The 
usual canonical description is possibly recovered at 
the end, in the sense that canonical operators Q, P, 
irreducibly represented, may be definable within the 
quantal representation in such a way that the Hamil­
tonian, as a function of them, takes the usual corres­
pondential expression. 

The mathematical technique we use is due to the in­
vestigations of van Hove lO and especially of 
Souriau,12 with some adaptations and developments 
indicated by the works of Auslander and KostantI 8 , 19 

and Hurt.1 6 

The essential points of van Hove's and Souriau' s 
results are briefly reviewed and discussed in Secs. 2A 
and 2C. In Section 2B the problem of quantization is 
discussed in its generality starting from the standard 
historical formulation (Dirac problem). Section 3 is 
devoted to the statement of the proposed dynamical 
quantization. Finally, in Sec. 4, the theory is applied 
to two basic classes of dynamical systems with 
higher symmetries: the n-dimensional isotropic 
harmonic oscillator and the n -dimensional hydrogen 
atom. 

We adopt the notations of Ref. 20. 

2. GENERAL PROBLEMS OF INTRINSIC QUANTI­
ZATION 

A. Euclidean "Prequantization" 

Van Hove's investigationlO is concerned with a Eucli­
dean phase space n2n = R2n. Consider the infinite 
Lie pseudogroup r of "contact" transformations, con­
sisting of those C (00) global diffeomorphisms of 
R2n +1(S, ql> .•• , qn' PI> ... ,Pn) onto itself which leave 
the I-form 

n 

(J :::: - ds + L; Pidqj 
i 

(1) 

invariant. The general form of an element y E r is 

i = 1, ... ,n, ( q{= q;'(q, p), 

y: J P;'= p;'(q,P), 

t s' = s + Tr} (q, p), 
where 

n 

d1T/q, p) = L; (p;'dq/ - pjdqj) 
1 

and Try(q, p) is the "generating function" 21 of the 
transformation (q,p) -7 (q',p'), which is a canonical 
transformation since 

n 

w' - W =' '0 (dp.' II dq.' - dP. 1\ dq.) 1 ' , , , 

(2) 

(3) 

:::: d(~ [P;dq;- P;dqiJ) = o. (4) 

A one-parameter subgroup y(T) c r is characterized 
by its "infinitesimal generating function" j(q, p): 

ds( T) _ .;... aj 
dT -f(q,P) -uPiap ' 

1 i 

dqi(T) _ aj(q, p) dpj( T) _ aj(q ,p) 
1lT - aPi --;[7 - - aqi 

Not every C (00) function f(q, p) generates one-para­
meter subgroups of r, i.e., not every C (00) vector 
field of the form 
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(5) 

( 
n aj ) a X[jJ= f-~P·- - +{j ... } 
1 'apj as ' 

(6) 

is "complete." 22 Let us call;)'r C ;} (R 2n)the family of 
C (00) functions j(q, p) such that XU] is "complete." 

Van Hove first defines the following unitary repre­
sentation CR of r within the Hilbert space of the 
Lebesgue square-integrable functions over R2n+l: 

CR: 'VyE r, ¢ E L 2(R2n+l): [Uy¢j(q,P,s) 

= ¢(y-l(q, p, s». (7) 

This is a completely reducible representation of r 
which can be reduced into a direct integral over the 
generalized subspaces of functions ¢(q, p, s) satisfy­
ing the condition 

(/l(q,p, s + s') = eiCXS'dJ(q,P, s),a any real number. (8) 

From Eq. (8) it follows 

¢(q,p,s):::: eiasl/I(q,p). 

Therefore, the representations CR(a) defined by 

CR(a): V y E r, 1/1 E L2(R2n) 

(9) 

[U}I/I](q,P):::: e ian r(r-
1 (Q,p)I/I(y-l(q,p», (10) 

result faithful (unless a = 0) irreducible unitary 
representations of r. 
Each multiplier representation CR(a) associates a 
self-adjoint operator H(cd[f] in L 2(R2n) to every 
j(q, p) E;)' r: In fact, since f(q, p) generates a one­
parameter subgroup yt< T) C r, CR(a)(y!( T» is a con­
tinuous one-parameter group of unitary transforma­
tions 

U ~~) = exp(i TH(a)[f]); (11) 

then, by the Stone-von Neumann theorem, H(a)[J] is 
self-adjoint. The explicit representation of H(Q)[f], 
according to Eq. (5), is 

( 
n a( ) H(a)(f)= a j - ~ Pi ap

i 
+ d.t, ... }. (12) 

As shown by van Hove, the operators 

K[j] = (1/ a)H(a)[J], for a = If-I, (13) 

solve the restricted Dirac problem, i.e., establish a 
map from classical dynamical variables f to self­
adjoint operators K[f] with suitable domains in a 
Hilbert space, such that 

B. The Dirac Problem 

The full Dirac problem, which can be considered as 
the standard historical formulation of the quantum 
conditions,24 requires, in addition to Eqs. (13)- (14), 
the fundamental operators K[ q], K[p] to be irreducibly 
represented, a condition which is necessary in order 
to define the quantum kinematics uniquely (see also 
WeyI25). 
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It is easy to see that the correspondence given by 
Eq. (13) does not provide a solution of the full Dirac 
problem. Actually the operators 

K[qi] == Qi == qi + iff ~af:'" K[p.] == p. == - i1f~ (15) 
u.~z I I aqi 

commute with 

Q' - '1f a 
i - l api' P ' _ + ... a i-Pi tn-a • qi 

(16) 

It is possible, of course, to restrict to a "subspace" 
corresponding to 

Q;tJ;(q, p) == AitJ;(q, p} =? tJ;(q, p) == e-(ilnlAiPj X(q}, (17) 

Then the restrictions of Q, p 

'Qi X (q) == (qi + ~)X(q) 

I F.X(q) == - iff -aa X(q} , qi 

(18) 

are irreducible and still self-adjoint. However, such 
a subspace is not invariant in general under the 
unitary transformation group generated by the 
Hamiltonian. Therefore, in this way, we would have 
an intrinsic quantization of the kinematics alone, i.e., 
nothing more than the usual scheme. 

This latter, on the other hand, besides its being an 
artificial and nonintrinsic procedure, does not re­
present a solution of the Dirac problem either. As a 
matter of fact, it satisfies the irreducibility condi­
tion, but it contains no general prescription to assign 
self-adjoint operators to a suitable family of classical 
observables. More precisely, an assignment is given, 
once and for all, only for the so-called Heisenberg 
algebra l.l H: q, p, 1, while all the other dynamical 
variables are left to be defined ad hoc as operator 
functions of q, p, 1; in this way, however, one is not 
assured a priori that such functions define self­
adjoint operators. One can be sure at most to obtain 
symmetric operators by following certain "ordering 
rules" in the construction,4-6 but the whole proce­
dure may not be consistent with the restricted Dirac 
problem as well. 

We stress that this failure must be common to all 
the purely algebraic approaches such as those given 
in Refs. 4-9. The point is that the basic feature of 
both the classical and quantum systems is not only 
a Lie structure of observables but also a mapping 
of observables to one-parameter subgroups of 
canonical or unitary transformations, respectively. 
Thus we cannot expect a functionj(q,p} ri (\' r to 
correspond to a self-adjoint operator whatever the 
mapping may be, owing to the stone-von Neumann 
theorem. 

On the other hand, the Dirac problem as stated in its 
historical form is not a well-defined mathematical 
statement, so that the question of its general solv­
ability cannot be asked directly. A mathematically 
consistent formulation of the problem has been given 
by van Hove, who was able to prove a nonexistence 
theorem. We do not know whether the extra assump­
tions introduced by him are really necessary from a 
general point of view, but we will not discuss this 
point here. Van Hove's theorem gives a negative 
answer to the question asked by the full Dirac problem 
for the whole family \Y r of classical observables. 

At the same time van Hove has given a positive 
theorem according to which the representation R (1/1r) 
provides the unique solution of the full Dirac problem 
for the subfamily \Y L C ~ r of polynomial functions, 
quadratic at most in the canonical variables, i.e., the 
generating functions of the subgroup r L c r of 
linear symplectic transformations. In physical terms 
this means that a quantization is given for any 
harmonic oscillator in the sense that what is quanti­
zed is the Heisenberg algebra plus the Hamiltonian 
and some other constants of the motion. In the case 
of the family () L the results turn out to be just the 
ordinary correspondential ones; however, the con­
struction given by van Hove contains ad hoc prescrip­
tions in the final stages which weaken somewhat its 
intrinsic nature. 

According to van Hove'S results, it is not possible to 
quantize in an intrinsic way sufficiently large systems 
of classical observables to be considered as possible 
observables of the classical mechanics as a whole, 
independently of any specifical dynamical system. 
As Hermann13 remarks, this does not preclude the 
possibility of quantizing special classes of dynamical 
systems, and it seems to be an open topic of research 
to analyse the structure of classical systems for 
which this is possible. In this connection Segal14 
has stressed the fact that the success of the ordinary 
quantization for such a fundamental system as the 
hydrogen atom is not yet well understood. In order 
to clarify these relevant points, we propose to change 
the main point of view on general quantization in a 
sense we are going to outline in the remainder of the 
present paper. 

First of all, let us remark that in the case of the 
subfamily /I'L' which provides the only positive example 
we know of a true intrinsic quantization, the elements 
f(q, p) close a finite Lie algebra and, what is more, 
do generate a global Lie group. In the second place, 
let us observe that in all the relevant theorems it 
must be always assumed that the Poisson bracket of 
two given elements f Vf2 E /I'r also belongs to (i'r, a 
fact which is not assured a priori since (i. r is not 
closed neither under linear combination nor under 
Poisson bracket. (An example is given by: 
f - J.p2 ...., f - 1 3 ...., f + f~"'" if f} 1 - 2 E (\ r' 2 - (; q E (\ r, 1 2 1C () P 1, 2 
== - tpq2 rt (i. r see Footnote 22.) We recall that the 
neighborhood of the identity of an infinite Lie pseudo­
group is not expected to share the structure of a Lie 
algebra. 26 Now, the important point is that for ele­
ments f(q, p) there is an essential link between their 
property of closure under Lie bracket and their belong­
ing to () r' As a matter of fact it can be proved the 
following important result (Palais}27: 

Theorem: If the functions it· .. fk are such that 

(a) 1; E (\' r, i == 1, ... , k, 

(b) they generate a finite-dimensional Lie algebra 2 
under the Poisson bracket (Le''/;j == {fi,h}, fijq 
== {fij'/q}, etc. are linear combinations of a finite 
number r ~ k of functions), 

then 

(a /) every X[!] is "complete" (f E l.l), 

(b /) there exists a unique global action on R2n+l of the 
Simply connected Lie group L whose Lie algebra is l.l. 
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All the above considerations strongly indicate that to 
attack the problem of intrinsic quantization, we must 
take into account a finite-dimensional subalgebra of 
;\:r (or better a Lie subgroup of r). On the other 
hand, the negative result contained in van Hove's in­
vestigation indicate that we must abandon the Heisen­
berg algebra or, in other words, the canonical way 
"strictu sensu" of quantization. What we propose to do 
now is to work with a finite Lie subgroup of r which 
is specific for a given dynamical system in that it 
reflects its intrinsic dynamical properties. Having 
identified this group, which we shall call the "quanti­
zation group" g, and its particular global canonical 
realization :Kg in the phase space n 2n of the system, 
we are led to consider the corresponding unitary 
representation of the form m(l!1i). This representa­
tion is now a reducible one l8 (unlike for the full 
group r). Then the irreducibility of the Heisenberg 
algebra representation is to be substituted in a 
natural way by an irreducibility condition on the above 
representation. This will finally provide the "quanti­
zation" of the dynamical system in terms of a unitary 
representation CR of 9 which we shall call the "quantal 
representation." This irreducibility condition means 
that all the observables of the quantized dynamical 
system are to be found within the enveloping algebra 
c.f S of g. It must be clear, however, that only the 
observables belonging to the Lie algebra (3j are 
intrinsically quantized, i.e., are unambiguously deter­
mined by a canonical ve.ctor field, while the other ones 
do not possess an intrinsic classical counterpart. 
Since the quantization procedure does not preserve 
the functional relations, the quantization of elements 
of the enveloping algebra c.f S is not a well-defined 
intrinsic process and becollies ambiguous in the sense 
of the "ordering rUles." We have stressed in the intro­
duction that from our point of view this is not a 
drastic shortcoming and can be admitted on general 
grounds. In particular, the quantization of the canoni­
cal variables themselves is not defined in general 
also in the case of Euclidean phase spaces. 

It may happen, however, (and in significant cases 
actually does) that the canonical operators are re­
covered at the end within the quantal representation 
CR. This would "explain" the effectiveness of the 
Schrodinger quantization in such cases. For these 
reasons, our procedure, which is entitled to be called 
a Hamiltonian quantization, is not a "canonical" 
quantization. 

As the reader will realize, there are important ques­
tions in the final stage of our quantization method 
which we have not yet fully explored. The most im­
portant one is the choice of the quantal representa­
tion CR. The results we obtain are quite satisfactory, 
but we have not yet been able to exploit a deep 
geometrical reason to be found at the classical level 
of the procedure which forces the selection of CR. 
Without this geometrical foundation, the whole pro­
cess would finally appear as a construction which 
reduces to "explain" a posteriori the effects of quan­
tization and such that it could be plainly bYlJassed by 
dealing with the unitary representations of 9 since 
the beginning. That this is not the right interpreta­
tion of the facts, however, is corroborated by the 
existence of a deep structural Similarity between the 
representation & and the global canonical realiza­
tion :K~ 
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Another relevant question is the uniqueness of the 
procedure, though, in our View, this does not re­
present a crucial point. Anyway, it is a remarkable 
fact that, in the simple (and singular) cases in which 
different ways of quantization appear to be possible, 
they bring all to the same result. 

Finally, relevant technical problems may appear from 
a practical point of view in connection with the reduc­
tion of the unitary representation m(l/ll). A great 
deal of work in this field has been done by Gel 'fand 
and co-workers. 28 Investigations also more close 
to our problems have recently been performed by 
Kostant and Auslander,18,l9 Implications of all these 
results to our program have still to be pursued. On 
the other hand, the mathematical problems at the 
classical level should be considered completely 
clarified. The local theory of canonical realizations 
has been given in Refs. 29. Results on the global 
aspects of this theory can be found in several recent 
works. 12,l8,30 

C. Non-Euclidean Prequantization 

According to the proposed point of view, we are led to 
"quantize", in a sense to be still completely specified, 
global canonical realizations of Lie groups. Now, the 
underlying manifolds of these realizations (phase 
spaces in our context) are not in general Euclidean 
manifolds. Therefore, we are forced to go beyond van 
Hove's approach. 

It must be remarked that the need for a generaliza­
tion of the theory to arbitrary differentiable mani­
folds is apparent also independently of our group­
theoretical considerations. For later convenience it 
is worthwhile to clear this point by means of a basic 
example. Consider the n-dimensional Kepler problem; 
the phase space is "naturally" Euclidean: 

n2n = T*(Rn -{O}), (19) 

but the Hamiltonian vector field (dH)# , where 

H=p2/2rn -k/lxl (20) 

is not" complete" since orbits with zero angular 
momentum reach the point x = 0 within a finite lapse 
of time. This means that H ri (\' r' i.e., H cannot even 
be prequantizecI; altogether, it has recently been shown 
by Moser3l that the phase space can be enlarged in 
such a way that the Hamiltonian vector field becomes 
complete: this "globalization" (n;n' XJ) (in the sense 
of Palais 27) is characterized by a phase space n~n 
which is no more Euclidean (unless n = 2). Note that 
this "globalization" or "regularization" is just the 
one implied by the dynamical symmetry SO(n + 1) 
of the dynamical system. In this connection we shall 
see in the following the actual topological structure 
of S1~n' 
A general investigation of the intrinsic quantization 
problem for non-Euclidean symplectic manifolds has 
been given by Souriau. l2 The essential point in geo­
metric quantization, or better "prequantization," is 
always to start from the p~ase space n2n and to con­
struct a contact manifold n2n + 1 of one dimension 
higher which carries the prequantization procedure. 
In giving a generalization of van Hove technique to 
arbitrary symplectic manifolds, Souriau finds that, 
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unlike the Euclidean case, suitable conditions must be 
verified in order that the phase space Q2n be pre­
quantizable. Souriau himself has already applied his 
method to quantize elementary systems, such as the 
Galilean and Lorentz free particles with spin, which 
cannot be dealt with using the ordinary correspond­
ential procedure. However, to the authors' knowledge, 
a consistent treatment of dynamical systems with 
interaction has never been made. 

In what follows we shall limit ourselves to illustrate 
in a rather free way the Souriau theory as applied to 
a simple significant example, emphasizing the role 
which can playa group structure according to our 
point of view. For the sake of clarity, we shall follow 
step by step the exposition given of van Hove's 
approach. 

Consider, as phase space Q2, the two-dimensional 
sphere 52, equipped with the symplectic structure 
defined by the global 2-form 

W(X,Y)=ZOXAY, III fixed, (21 ) 

where I is the radius vector and X, Y any two tangent 
vectors to 52. Since 

fs2 w 41fT, 

a global 1- form B such that 

w::::: dB 

(22) 

(23) 

does not exist [compare instead Eq. (4)} However, we 
can define two open subsets V., n of S such that 

and two I-forms B: such that their restrictions to 
V+ ,U_ satisfy 

(w - dB:) t U± = O. (25) 

A simple choice is 

U+ = 8 2 - {(O, O,-l)}, 

U_ = 8 2 - {(O, 0, l)}. 

Since 

w = ld(cOSJ) 1\ df{J == dp 1\ dq, 

the most general I-forms restricted to U± are 

B.* =l(cosJ'f l)drp +a± 

O. Without any loss of generality, we 
O. 

(26) 

(27) 

(28) 

Then, having constructed the (trivial) local bundles 

(29) 

the existence of a global bundle over 82 follows from 
a general theorem 32 under the existence of a mapping 
s 

(30) 

(obvious in our case). As Souriau has shown, this 
global bundle can be given a contact structure adapted 

to the underlying symplectic structure of 52 if the 
mapping (30) is such that 

O!(x) B+*(x)::::: ds(x) for every x E U. n U_. (31) 

In the present case, from 

- l(coSJ - l)drp + l(cosJ + 1} df{J = 2ldrp, (32) 

it must be 

s(.9-,rp) = 21f{J. 

Setting tSlds ::::: 21fn by convention, the mapping s 
exists if and only if 

21 Nn. 

(33) 

(34) 

In conclusion, the contact manifold Q3 exists, and 
then 52 is prequantizable, only if the radius 1 is an 
integer or half-integer multiple of fi. Since in this 
case the contact manifold is not a trivial fibre bundle, 
i.e., a direct product Q 2 x 51, it is not possible to give 
explicitly the global invariant one-form (in analogy 
with Eq. (1)] and the global contact transformations 'Y 
which leave this 1-form invariant [in analogy with 
Eq. (2)1. However, we can give expressions analogous 
to Eqs. (1), (2), (3) in local charts. The global I-form 
looks like 

(35) 

Correspondingly, the expreSSion of the generic C (00) 

vector field [in analogy with Eq. (5)] is now 

X±[f]= [t - (cosJ 'f 1) a :tSJ] a~ + {f,"'}, (36) 

Then, just in view of our preceding remarks, we con­
sider a particular finite Lie subgroup of the full 
group r of contact transformations of Q3; precisely 
the group 80(3) which acts transitively on S2 leaving 
w invariant~ This global canonical realization will 
be denoted XsO(3); its local structure has been 
studied in Ref. 29; the infinitesimal generators are 
globally Hamiltonian with generating functions 

)

Jl = 1 SiM cosf{J = (12 - p2)1/2 cosq, 

J 2 == 1 sinJ sinf{J = (12 - p2)1/2 Sinq, 

J 3 == 1 cosJ == p, 

(37) 

where (q, p) define a canonical local chart on S2 
according to Eq. (27). Then the corresponding vector 
fields on Q3 are 

fi'fP a { } X±[J1] = l..,; r±jj cosqas + J l ,··· , 

fhP. a { } X t [J2 ] = 1..,; T±p smq as + J 2,··· , (38) 

X±[J3 ] == 1 :s + {J3 , .. ·}· 

Assuming the exil!tence of a global action XSO(3) in the 
contact manifold U 3' it is possible to define _a re­
presentation <R within the Hilbert space L 2 (U 3 ) 

analogous to Eq. (7). Then, we restrict to the subspace 
of functions cp such that 
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(39) 

where Z is the fundamental vector field, parallel to 
the fibers of fi 3 , which in any local chart is simply 
a/as. 
Then, in any local chart, Eq. (39) reads 

c/J(q, p, s) = e in s/1i >li(q, p), (40) 

analogous to Eq. (9). 

Within the subspace of functions 1/1 (qp) defined by 
Eq. (40), we obtain representations CR(n/1f) (analogous 
to <R(a», which are now unitary reducible representa­
tions of the rotation group. The skew-adjoint infini­
tesimal operators of 50(3) are obtained from Eq. (38) 
by means of the substitution a/as ~ in/Ii. On the 
other hand, the operators corresponding to the 
operators K used by van Hove become 

(41) 

and solve the Dirac problem for the angular moment­
um if n = 1. In order to reduce the representations 
<R (n/J[) , it is profitable to use the connection with the 
theory of "classical" representations. 33 In the pre­
sent case it suffices to remark that the operators 
HP/tl) together with the multiplication operators 

j J i provide a Hermitian irreducible representation 

of the "classical" algebra of the rotation group 50(3), 
corresponding to fixed values of the invariants, given 
by 

"'.J.H.U/k) N 
I L..J" t± 

2= =2"' 
Ii; (42) 

The "classical" algebra of 50(3) is isomorphic to the 
Lie algebra of the three-dimensional Euclidean group 
E(3) through the correspondences Ji ~p;, Hi e> Mi' 
being Mi and Pi the generators of the space rotations 
and translations, respectively. 

Then the restriction with respect to the subgroup 
generated by the Hi [Le., 50(3)] is obtained (see 
Pauli34) in the following form 

. N N N 
J = 2' 2 + 1, 2 + 2, .... CR(I/1i) = fEB !D(j), 

j=N/2 
(43) 

Note that the representation CR (l/n) contains all the 
values of the "angular momentum" higher than the 
classical value; also projective representations of 
50(3) can occur. 

In the above conSiderations, we were not guaranteed 
that a global action of 50(3) on the contact manifold 
actually existed. Thus all the results are formal, up 
to now. On the other hand, under certain conditions, 
the contact manifold can be directly constructed start­
ing from the transitive realization :reg itself. 3 5 This 
is just the case for 50(3) on 52. In fact, 50(3), to­
gether with its Maurer-Cartan invarian11-form36 
(} = Iw 3 , constitutes a contact manifold n3 "" [50(3),0]. 
The fibers of this bundle are the left cosets of the 
subgroup of the rotations around the third axis. The 
base space is obviously 52 and the normalized funda­
mental vector field Z is given by the left-invariant 
vector field corresponding to M 3/ 1, where M 3 gene-
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rates the rotations around the third axis. Then, a 
local coordinate system (Euler angles) exists in the 
group manifold in which (} looks like 

(} = Z(d1/l + cosSdq;), (44) 

so that we recover the symplectic 2-form on 52 in­
duced bye 

w = Zd(cos-J) 1\ dcp. (45) 

The global action of 50(3) on itself defined by left 
translations leaves the I-form 6(and the vector field 
Z!) invariant so that it is a global contact action. 
Then the unitary representation <R of 50(3) is nothing 
else than the regular representation, and the subspace 
condition (39) given above becomes 

o .;; T < 21T1 (46) 

and in particular for n = 1 

where 11/1 = T • (47) 

This is just the condition defining the representation 
induced by 1/1 ~ e iNl}!/2 in Mackey theory. Then the 
reduction is the one given above (see Vilenkin37 ): 

( ) iNiJ/2 ( 0) c/J q;,-J, 1/1 = e c/J cp, J, 

iN1jJ/2 00 = e L; L; 0'~eim'PPj,N/2(COSJ) 
j=IN/21 1m I~j 

co 

= e iNI/!/2 6 L; O'~eimq PJ.N/2 (2p/N), 
p1N/21 Iml~j 

(48) 

where 
O'j = (_1)m-N/2(2j + 1) J211 dq; Jl d(cOSJ)c/J(q; e 0) 

m 41T 0 -1 ' , 

x e-im<p P.kv/2(cos-J). (49) 

Thus the functions 

(50) 

define an orthonormal basis in the subspace L~ de­
fined by Eq. (47). 

If we think of the point over 52 as of a classical 
model of spin,29 we can say to have quantized the 
system only if we have singled out an irreducible 
representation of 50(3) corresponding to a fixed 
value j of the spin. In the present example, the most 
natural choice for the value j is clearly the lowest 
one, the classical value j = N/2. It is also clear that 
within the irreducible subspaces, canonical operators 
Q, P do not exist. This is to be expected on general 
grounds: Whenever the classical phase space is com­
pact, the canonical coordinates q, p are not global co­
ordinates; correspondingly, the quantization group is 
compact and the quantal representation is necessarily 
finite- dimensional. 

Let us recall that, among the semisimple groups, only 
the three-dimensional ones, locally isomorphic to 
5L(2, R), admit an invariant contact structure defined 
in a natural way within the group manifold. 
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3. DYNAMICAL QUANTIZATION 

We expound now our procedure with a greater detail 
on technical aspects. Let A be a dynamical system 
with n degrees of freedom, n2n its underlying sym­
plectic manifold (phase space), and H(q, p) the Hamil­
tonian function, in local coordinates. We make now 
the following assumptions38: 

(a) The system A admits a maximal dynamical 
symmetry group So acting transitively on each energy 
surface 'EE. Then ~E "'" go/Ko> where Ko is the 
stability subgroup of some point of ~E. As to the 
structure of So, we require only that the derived 
algebra of its Lie algebra 0)0 be 0)0 itself. 

Condition (a) implies that the Hamiltonian is a certain 
function ;Y of the canonical invariants of So in the 
given canonical realization J< S ,while the remaining 
independent functions of the ca~onical invariants are 
identically equal to constants. In general, the realiza­
tion JC ~ will be a s inguZar one. 2 9 The existence of a 
transib~e action of So on ~E implies that all the orbits 
of A on ~E ar€ diffeomorphic one to another; the 
second part of the condition (a) guarantees, among 
the other things, that they are closed, as submanifolds, 
and consequently that A is completely degenerate, in 
the sense of Ref. 39. In particular, if the orbits are 
compact, the usual definition of complete degenera­
tion is recovered. 

(f3) The canonical realization JCSo is homogeneous. 

This means that the transformations of JCSo are 
homogeneous canonical transformations, which 
implies in particular that the canonical generators 
are certain homogeneous functions of the canonical 
variables.40 Condition (13) is a sufficient condition 
(most likely it is also necessary) in order that the 
vector field corresponding to the function ;Y-1(H) 
[defined under (a)] generates a global action in n2n 
of SO(2) or R in the case of compact and noncompact 
orbits, respectively. This will allow to give a defini­
tion of a suitable "dynamical group" in which the 
Hamiltonian appears as a function of a single element 
of the Lie algebra. Let us call :D this "Hamiltonian 
group" [SO (2) or R) and JC!l) its global action in n 2n. 

(y) A dynamical group S exists having the follow­
ing properties: (i) It contains So IS> :D in such a way 
that So is the commutant of :D; (ii) it possess a global 
transitive canonical action J<g in the phase space 
n2n , which coincides with the realization defined in 
(0') when restricted to So IS> :D. 

Condition (y) implies that the realization JCg is always 
a singular (degenerate) realization, in which the gen­
erating function of the one-parameter subgroup :D 
coincides with the free canonical invariant ofSo. 

It may happen that condition (0') is not strictly veri­
fied, in the sense that the dynamical system A admits 
a decomposition in different subsystems which meet 
conditions (0') and (a) separately. For instance, both 
the situations of compact and noncompact orbits may 
be realized corresponding to different open intervals 
of energy values (see, for example, the hydrogen atom 
case, in the following). In this case, condition (')I) must 
be formulated for these open submanifolds separately, 

since a realization JCg transitive in the whole 02n 
cannot exist on obvious topological grounds. What we 
can expect, for analytic Hamiltonians, is that, within 
the above submanifolds, there shall be defined canoni­
cal realizations of S which are analytic continuations 
of one another. It is worth notiCing the strict analogy 
between this situation and the quantum one (see the 
comments about a theorem by Ingraham,in Sec. 5). 

If now all the above conditions are satisfied, we obtain 
a dynamical quantization by means of the following 
final steps: 

(6) The Souriau prequantization is applied to the 
singular realization JCg • This p~ovides a unitary re­
ducible reEresentation (l1(l/1!) of g within the Hilbert 
space L 2 (0, Z) of Lebesgue s~are-integrable func­
tions on the contact manifold n2n +1 subject to the 
condition cpoexp{rZ) = e iTlncp. 

We will not face here the technical problems of the 
construction of the contact manifold and of the pre­
quantization of J<'g. For the mathematical details the 
reader is referred to the work of Souriau, who has 
already given necessary conditions for the extension 
of the action of 9 on f2 2 n + 1. Sufficient conditions 
general enough for our purposes must yet be found; 
we shall discuss this point elsewhere. 

Once the reduction of <R(l/n) has been accomplished, 
the selection of the irreducible "quantal representa­
tion" <R has to be made according to the following 
prescription: 

(f) The quantal irreducible representation of S 
must be such that every eigensubspace for the in­
finitesimal generator of the Hamiltonian group :D 
carries an irreducible representation of its commut­
ant go (the "degeneracy group"). 

The irreducibility condition accomplishes the transi­
tion from prequantization to quantization. Souriau 
himself has proposed some kind of restrictions for 
simple specifical cases but he does not formulate 
the general problem in terms suitable for our scheme. 
As said above, a definite answer to this question 
would be to find a procedure based on geometrical 
properties of f2 2n + 1. Also, questions of analyticity 
are most likely to playa fundamental role in the 
selection of the quantum representation ill, as strongly 
suggested by some recent results by Auslander and 
Konstant,19 Dunne41 and Streater.42 

We would add a final general remark about our quanti­
zation procedure. The definition of a Hamiltonian 
group :D, globally realized in the phase space n2 .. , 

and its ide~ification with a single element of the Lie 
algebra of g, allows an intrinsic unambiguous Hamil­
tonian quantization. It is a remarkable fact that the 
usual intuitive correspondence between compact 
(noncompact) classical orbits and discrete (continu­
ous) spectrum of the quantized Hamiltonian, finds a 
rigorous justification within our formulation. As a 
matter of fact, according to a theorem by Ingraham, 43 
the spectrum of the quantized Hamiltonian within the 
irreducible representation iR must be either com­
pletely discrete or completely continuous correspond­
ing to :D being compact or noncompact, respectively. 
It is important to realize that this theorem enables 
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us to anticipate the nature of the spectrum for nearly 
all the generators of Sin iR which are the relevant 
observables of the quantum system. 

In the remainder of the present paper we will illust­
rate our general proposal in terms of the two out­
standing physical examples of the n-dimensional 
harmonic isotropic oscillator and the n-dimensional 
hydrogen atom. The general group-theoretic pro­
perties of these systems at the quantum level are 
well known and have been discussed in many different 
contexts. For our purposes the most relevant ref­
erences are 42,44-53 (see also the bibliography of 
Ref. 54). Another system which could be easily treated 
Is the rotator; however, we will not discuss it in the 
present paper. 

4. TWO CLASSES OF DYNAMICALLY QUANTIZ-
ABLE SYSTEMS 

A. n-Dimensional Isotropic Harmonic Oscillator 

The maximal symmetry group So of the Hamiltonian 
is SU(n). Its global canonical realization transitive 
on the generic energy surface ~E corresponds to a 
homogeneous space with stability subgroup SU(n - 1) 
(except for E = 0). Indeed 

( SU(n) ~ s2n-1 
,SU(ii-1)~ , 

)SU(n) ~{O} E=O. 
tSU(n) ~ , 

E ~ 0, 

(51) 

The whole phase space n2n is filled by energy sur­
faces according to 

n2n == R2n = {O} U [S2n-1 X Rl. (52) 

The Hamiltonian flow defines in R2n a global action 
of U(l) which, together with SU(n), gives a global 
realization of U(n). The explicit local realization can 
be found for instance in Ref. 54;the global one follows 
directly from the relation55 

SO(2n) n Sp(n, R) ::::: U(n). (53) 

The most simple noncompact extension of U(n), 
namely SU(n, 1), already meets all the requirements 
of condition (')I). The homogeneous space is 

n SU(n, 1) ~ SU(n) x U(l) X R2n ~ R2n (54) 
2n = U(n) ~ SU(n) x U(l) ~ 

The global realization of SU(n, 1) in R 2n is most 
simply obtained starting from the linear symplectic 
action of SU(n, 1) inC n +1 which leaves the hyper­
surfaces 

~k: H ::::: t Iz; 12 - IZn+112 ::::: - k 2 , 
1 

k a real constant, (55) 

invariant. ~ k is fibered by the Hamiltonian flow 
generated by H: 

en+l xR -ten+l: i - i . 
{

z (r) - z (O)e iT 

2 n+1 (r) = zn+I(O)e- n , (56) 

and the action 0f..SU(n, 1) is compatible with the pro­
jection n: ~k -t ~k/Xjj; we have chosen k real so that 
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~k~ R2n X U(l) i; /x- ~ R2n and II(z. z ) 
, k H " n+1 = Zkexp(i arg Zll+ 1) == ai E en. 

The action of SU(n, 1) thus defined in R2n is symplec­
tic with respect to the fundamental 2-form 
w = ti L)~ dai /\ da;* induced by II. The infinitesimal 
generators are given by (dXfflt with 

and the submatrix a/aj + [k2/(n + 1)]1>ij generates 
U(n). 

(58) 

Let us note that the construction of the realization of 
SU(n, 1) directly provides a Souriau prequantization, 
the contact manifold being ~k itself. In this case the 
phase space. admits a global I-form (potential) so that 
the contact manifold is a trivial bundle. The pre­
quantization defines a reducible unitary representa­
tion of SU(n, 1) in L 2(R2n). The condition (E) then 
selects the so-called "ladder" representation of 
SU(n, 1), which is already known to provide the space 
of states for the isotropic n -dimensional harmonic 
oscillator. SU(n, 1) is called, in this context, the 
"noninvariance" dynamical group of the system. 51•53 

The effectiveness of the usual correspondential 
quantization in terms of the Euclidean canonical 
variables can be recovered here owing to the fact 
that within the representation c:R raising and lowering 
operators ~ ,AI or self-adjoint canonical operators 
Qi' Pi can be defined, in terms of which the generator 
of U(1) == ~ takes the usual form. 

For n = 1 the procedure is quite simple. A unitary 
reducible representation of SU(l, 1) is obtained 
following Souriau prescriptions: The normalization 
conditions exp(27Tfi Z) =: 1, 6(Z) = 1, with Z proportion­
al to the Hamiltonian vectorfield XH = (dH)#;' give 
k 2 = 2Ii. The Hilbert space is defined as follows: 

~: {<t> E Lz(,C2)Jcp(aIeiT,aze-iT) = e iTcp(a 1,a2)}· 
(59) 

Now,:tk is diffeomorphic to SU(l, 1) through the map­
ping 

and e r/ Z induces the rotations 

this shows that our representation is simply the 
representation induced by T -t eir/ 2 • The reduction 
is well known to yield 

<R(1/1!) = :nP/2) (fl ~_(1/2) (fl j(fl:n<-1/2+i P)d/J.(P). (61) 

The choice of x>}!/2) is forced by requiring that the 
energy spectrum be bounded from below. In this case 
the condition (£) is not effective. Of course, the one-
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dimensional systems are quite singular in our 
scheme, since the very concept of degeneration 
becomes trivial. 

It happens here that also the group E (2) satisfies all 
the requirements to be a quantization group f~r the 
one-dimensional oscillator: The global canomcal 
realization in R2 is a projective one in which q, p and 
the Hamiltonian are the infinitesimal canonical 
generators of the translations and of the rotations, 
respectively. In this way we recover in a straight­
forward manner the results of streater.15 It is 
remarkable that the results are quite the same, com­
pared with the quantization by means of SU{I, 1), at 
least for what concerns the energy spectrum. 

streater discusses, in addition, the case of the potent­
ial Xq4 concluding that an intrinsic quantization with 
q and p irreducibly represented is not possible in 
this case. However this conclusion can be bypassed 
by our formulation. In fact action and angle variables 
define a diffeomorphism between this problem and 
the harmonic oscillator. Precisely if H' = Hp2 
+ Xq4), we have 

(62) 

Thus our procedure gives the same results of Bohr­
Sommerfeld method. This is true for all differenti­
able one-dimensional Hamiltonians H = ~p2 + V(q) 
which admit only periodic orbits. 

B. n-Dimensional Hydrogen Atom 

As is well known, the maximal symmetry group for 
E < 0 is SO(n + 1); each energy surface is a homo­
geneous space with stability subgroup SO(n - 1); 
therefore, its topological structure is 

SO(n + 1) _ 
'1:E ~ SO(n -1) = Vn + 1•2 , (63) 

(stiefel manifold as defined, e.g., in Ref. 32, Sec. 7.7) 
while the entire space is 

(64) 

The realization of SO(n + 1) is well known in the cases 
n = 2,3 (see Refs. 45!.48, 52); for generic n it can be 
obtained by a straightforward generalization. Unlike 
the oscillator case, the Hamiltonian flow itself does 
not define a global action of SO(2) in n2n since the 
period of the motion is a function of the energy. A 
global action of SO(2) in st2n is generated by X ff- 1 

= XU/TE = (dI)#, where Xu is the Hamiltonian vector 
field, TE is the period, and I is the quadratic invariant 
of SO(n + 1)56 

Jl, v = 1, •.. ,n + 1. (65) 

The group g must contain the direct product SO{n + 1) 
181 SO(2) in such a way that the commutant of SO (2) be 
exactly SO(n + 1): We are thus led to g = SO(n + 1,2). 
This group possesses just a symplectic singular 
realization within the homogeneous space 

SO(n + 1, 2) ~ SO(n + 1) 
[SO(n -1} 181 SO(2, 1» X> [7'2'1- 2 18I1'rl SO(n -I} 

x R ;: st 2n , (66) 

where 'l'2n-2)<) 'l'1 is a (2n - I)-dimensional Lie 
group, having a Euclidean topology; we denote by Y) the 
semidirect topological product. Let us see in a 
greater detail this realization. Call Xij' i,j = 1, ... , 
n + 3, the generators of SO(n + 1, 2), ~w the genera­
tors of the SO(n + 1) subgroup, S = ~+2.n+3 the gene­
rator of the Hamiltonian group !D, finally ZI! = XIl•n +2 , 

and W = X +3' The above-mentioned realization 
corrJ'sp,Smds

n 
to the orbit of the _coadjoint representa­

tion of S through the point 9 E @*: 

9 = [Xij] = 

000 

o 0 

000 

000 

1 1 0 

o 1 

1 

(67) 

Xij being the dual base of Xij • This orbit is a sub­
manifold of <Ii * defined by the following relations: 

SMJlV = Z~Wu - ZUWl', 

WAZA = 0, 

ZAZA = WAWA = S2. 

(68) 

A basis for the Lie algebra of the stability subgroup 
is given by 

Mab, a, b = 1, ... , n - 1, generators of SO(n - 1), 

Zn+1 + Wn , Zn - S, Wn +1 - S, 

.M,.,n+1 + S - Zn - Wn + 1 , 

generators of SO (2, 1) @ ~, 

Min + Wi' Mi ,n + 1 - Zi' generators of &'2n - 2' 

The explicit global structure of the stability subgroup 
has been easily derived in the most interesting cases 
n = 2,3, where the special isomorphism SO(4, 2) 
- SU(2, 2) greatly simplifies the calculations. The 
geometrical structure of st2n is made more apparent 
by means of the following considerations: A point of 
the orbit is characterized by two mutually orthogonal 
(n + 1}-vectors [with respect to SO(n + 1)] of magni­
tude S; for S fixed the possible choices of Z~ and WI' 
are in a one-to-one correspondence with the maximal 
Abelian subalgebras of P in the Cartan decomposition 
$0(4, 2} = [50(4) EEl $o(2}] EEl p so that the transitivity 
of SO(n + 1) 181 SO(2) on this set follows from a 
generaltheorem. 55 

That this realization fs actually a global canonical 
one is guaranteed by a theorem on co-adjoint repre­
sentations (see Refs. 30, 18, 12). An explicit atlas of 
canonical coordinates in st 2n can be constructed using 
the techniques of Ref. 29. The Hamiltonian flow, 
generated by57 S = mK/I-2mH, in the coordinates 
given above, is 

M~v= const, 
Z~(t) = ZI!(O)cost + It'll(O)sint, 
WII(t)= - Z~(O)sint + WI'(O)cost. 

(69) 

J. Math. Phys., Vol. 13, No.4, April 1972 



                                                                                                                                    

542 E. 0 N 0 F R I AND M. P A URI 

Let us remark that if we restrict ourselves to the 
noncompact subgroup SO(n + 1,1), the action in n2n 

is still transitive. 

Now, the Souriau prequantization of this realization 
provides a unitary reducible representation in the 
Hilbert space L 2(n 2d. For the physically interesting 
case n = 3, the selection made according to condi­
tion (f) yields the so-called Ro irreducible unitary 
representation of SO(4, 2), which has just the following 
remarkable properties58 : 

(i) When restricted to the subgroup So = SO(4), the 
representation Ro splits into the direct sum of tensor 
representations :DU, l) each :D(l, l) appearing with 
multiplicity one. 

(ii) The Z2-dimensional subspace ~ (7), invariant 
under SO(4), is an eigenspace for the generator S of 
the Hamiltonian flow which commutes with SO(4): 
-fz E.\) (Z) ~ Sfz = lfz· 
(iii) Ro remains irreducible when restricted to 
SO(4, 1); this has the already mentioned classical 
counterpart. 

Let us stress the following points: 

(1) This irreducible representation Ro is already 
well known to describe the negative energy states for 
the three-dimensional hydrogen atom. 49,50 In Ref. 50 
the quantization group g is called the "dynamical 
group" of the hydrogen atom in the sense that all the 
electromagnetic bound-bound transitions can be 
described in terms of operators belonging to SO(4, 2) 
and to its enveloping algebra. The subgroup SO(4, 1) 
which is irreducibly represented in the same space 
is called there the "quantum numbers" group, 
emphasizing the fact that it is sufficient to describe 
the whole spectrum of the Hamiltonian and of the 
conserved quantities. From our point of view, the 
dynamical character of SO (4, 2) in front of SO (4, 1) 
is connected with the fundamental fact that SO(4, 2) 
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contains the Hamiltonian directly as a generator. On 
the contrary, within the canonical realization of 
SO(4, 1), the Hamiltonian must be defined in the 
enveloping algebra of the invariance group Go with 
the consequence that an intrinsic quantization based 
on SO (4, 1) would not be a Hamiltonian quantization. 
On the other hand, the fact that both the canonical 
realization and the unitary representation of SO(4, 2) 
are irreducible with respect to SO(4, 1) accounts 
for the use of this group as a suitable "noninvariance" 
group for the hydrogen atom.47.48.51-53 
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is an "analytic continuation" of So, actually SO(3, 1).47 
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It is shown that (i) the angular momentum of a gravitational geon must be zero if it is axisymmetric and (2) the 
mass of a gravitational geon must be zero if it is stationary, i.e., if the space-time possesses a Killing vector 
which is timelike at infinity. Here angular momentum and mass are defined in terms of the asymptotic form of 
the metric at large distances; they are physical quantities which can be experimentally measured by distant 
observers. Since the gravitational geons previously considered are highly dynamical on a small scale, our re­
sult on the vanishing mass of a stationary geon does not conflict with previous analyses showing that gravita­
tional geons can have mass. Similarly, our results do not exclude the possibility of gravitational geons having 
nonvanishing angular momentum if they are not strictly axisymmetric. 

1. INTRODUCTION 

A gravitational geon may be described physically as 
a localized region of pure space-time curvature. 
More precisely, we define a gravitational geon to be a 
solution of the vacuum Einstein field equations, 

GJ1V = 0 (1) 

which is (1) nonsingular, (2) topolOgically EUClidean, 
(3) asymptotically flat, i.e., there exist coordinates 
xII such that on the hypersurfaces xO = const the 
metric takes the form g"v = lI"v + O(l/r) at large dis­
tances, where 1I

1l
v = diag (- 1, 1,1, 1) and r is a radial 

parameter, and (4) approximately stationary in the 
asymtotically flat region, i.e., for sufficiently large r, 
derivatives of the metric with respect to x O can be 
neglected compared with derivatives with respect to 
the space like coordinates Xi. Gravitational geons as 
well as electromagnetic and neutrino geons have been 
studied as models for material bodies free from the 
uncertainty about any equations of state. 1 

In this paper, we prove that a gravitational geon can­
not have a nonvanishing angular momentum if it is 
axisymmetric. We also show that the mass of a gravi­
tational geon must vanish if it is stationary. 

In Sec. 2 we review the definition of angular momen­
tum and mass used in this paper. We obtain expres­
sions for these quantities in Sec. 3 which are used in 
Sec.4 to prove our results on gravitational geons. 

2. DEFINITION OF ANGULAR MOMENTUM AND 
MASS 

The discussion of this section follows closely that of 
Misner, Thorne, and Wheeler.2 

The space-time metric of any asymptotically flat 
solution of Einstein's equations which is approxi­
mately stationary in the asymptotically flat region 
can be put in the following form2 for large r: 

dS2 =_(1_2m +2m2)dt2 
r r2 

_ 4E Jk(XI\ dtdxi + (1 + 2m 
jkl riJ r 

+ 3m2) (j "kdxidx k+ O(~) dxlldxv. 
2r2 J r3 

(2) 

Here Roman indices run from 1 to 3, Greek indices 
run from 0 to 3, and Ejkl is the completely antisym­
metric tensor. The parameters m and J = ((Jl)2 + 
(J2)2 + (J3)2)1/2 of a space-time are uniquely de­
fined by Eq. (2), i.e., their values cannot be changed 
by a coordinate transformation which preserves the 
form, Eq. (2), of the metric. If the gravitational field 
is weak throughout the space-time, the linearized 
theory of gravity yields the following expressions2 

for m and Jk: 

(3) 

(4) 
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xII such that on the hypersurfaces xO = const the 
metric takes the form g"v = lI"v + O(l/r) at large dis­
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parameter, and (4) approximately stationary in the 
asymtotically flat region, i.e., for sufficiently large r, 
derivatives of the metric with respect to x O can be 
neglected compared with derivatives with respect to 
the space like coordinates Xi. Gravitational geons as 
well as electromagnetic and neutrino geons have been 
studied as models for material bodies free from the 
uncertainty about any equations of state. 1 

In this paper, we prove that a gravitational geon can­
not have a nonvanishing angular momentum if it is 
axisymmetric. We also show that the mass of a gravi­
tational geon must vanish if it is stationary. 

In Sec. 2 we review the definition of angular momen­
tum and mass used in this paper. We obtain expres­
sions for these quantities in Sec. 3 which are used in 
Sec.4 to prove our results on gravitational geons. 

2. DEFINITION OF ANGULAR MOMENTUM AND 
MASS 

The discussion of this section follows closely that of 
Misner, Thorne, and Wheeler.2 

The space-time metric of any asymptotically flat 
solution of Einstein's equations which is approxi­
mately stationary in the asymptotically flat region 
can be put in the following form2 for large r: 

dS2 =_(1_2m +2m2)dt2 
r r2 

_ 4E Jk(XI\ dtdxi + (1 + 2m 
jkl riJ r 

+ 3m2) (j "kdxidx k+ O(~) dxlldxv. 
2r2 J r3 

(2) 

Here Roman indices run from 1 to 3, Greek indices 
run from 0 to 3, and Ejkl is the completely antisym­
metric tensor. The parameters m and J = ((Jl)2 + 
(J2)2 + (J3)2)1/2 of a space-time are uniquely de­
fined by Eq. (2), i.e., their values cannot be changed 
by a coordinate transformation which preserves the 
form, Eq. (2), of the metric. If the gravitational field 
is weak throughout the space-time, the linearized 
theory of gravity yields the following expressions2 

for m and Jk: 

(3) 

(4) 
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where TjJu is the stress-energy tensor of matter. 
Thus, in the weak field limit, m and J may be identi­
fied' respectively, as the total mass and angular 
momentum. In the strong field case, Eqs. (3) and (4) 
are, of course, no longer valid, but the expansion of 
the metric, Eq. (2), still holds in the asymptotically 
flat region. In the strong field case, we define the 
total (active gravitational) mass to be m and the total 
angular momentum to be J. Both m and J have direct 

I 

physical significance: A distant observer can 
measure m by a study of Keplerian orbits and can 
measure J by observation of gyroscope precession 
resulting from the dragging of inertial frames. 
Transforming from the symptotically Minkowskian 
coordinates of Eq. (2) to asymptotically spherical 
polar coordinates and aligning the z axis in the direc­
tion of J, we put the metric of Eq. (2) into the follow­
ing form which is more useful for our purposes: 

t ~ r 8 

O(I/r2) 

O(I/r) 

O(I/r2 ) 

- [1- 2m/r + O(I/r2)] [(- 2J sin28)/r + O(I/r2)] O(I/r3 ) 

r 2 sin28(1 + O(1/r» 
gjJU = 

SYM 

Note that, comparing Eq. (5) with the Kerr metric, 

dS 2 = - (1 - 2~r)dt2 _ 4mar t n28 
dt d~ 

+ (r2 + a2) sin28 + 2ma2~ sin48)d~2 

+ ~ (d82 + d~2), (6) 

where 
~ = r 2 + a2 cos28, (7) 

t:.= r2 - 2mr + 0 2, (8) 

we can immediately see that the angular momen­
tum of the Kerr metric is given by3 

J = ma. (9) 

3. FORMULAS FOR J AND m 

We now obtain formulas for J and m which will be 
used in Sec. 4. 

Let ~jJ be any vector field which reduces to the vector 
field a/a~ at large distances, where ~ is the angular 
coordinate defined at large distances by the form of 
the metric, Eq. (5). (The definition of ~jJ is left arbit­
rary in the nonasymptotically flat region.) Then, we 
have3 

J = _1-limJytconst*d~ 
161T y-><>O ' 

= -1-limJ (- g)1/2(~y;t - ~t;r)d6d~, (10) 1611 y .... CO y,t const 

where t, ~, r, 8 are the coordinates of Eq. (5). To 
prove (10), we note that since ~jJ agrees with a/a~ for 
large r, we obtain by direct calculation from the 
metric of Eq. (5) that 

~y;t = gtar;a = 3J sin28/r2 + O(l/r3 ), (11) 

~t;r = gyar: a = - 3J sin2 8/r2 + O(I/r3 ), (12) 

(- g)1/2 = r2 sin8 [1 + O(1/r)]. (13) 
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O(I/r2) 

1 + O(I/r) 

r2[1 + O(1/r)J 

Equation (10) then follows immediately. 

(5) 

A similar calculation establishes the following formu­
la for m. Let 1/1 jJ be any vector field which agrees 
with a/at for large values of r. Then we have4 

m = - ..!.. lim Jy t const *dl/l 81T y->oo ' 

=J.. J(_g)1/2(l/It;IrV;t)d8d~ (14) 
81T 

4. APPLICATION TO GRAVITATIONAL GEONS 

The results of this paper now follow from Eqs. (10) 
and (14). 

The assumption that the space-time is topologically 
Euclidean implies that the 2-surface of constant r 
and t over which the integral, Eq. (10), is to be taken 
is the boundary of the interior part of the hyper­
surface, t = const. Hence, the divergence theorem 
implies 

J = 1!1T Jt=constd*d~ 
= _1_ Jt- st(- g)1/2(~jJ;t - ~t;jJ). drd8d~. (15) 161T -con ,jJ 

If the space-time is axisymmetric, we may take ~jJ to 
be the axisymmetric Killing vector. Now, for a Kill­
ing vector, we have 

Hence, we have 

(EjJ;t - Et;Jl);Jl = 2EiJit;jJ' 

In addition, 

~jJ;f.I = 0, 

and by the Ricci identity we thus obtain 

(16) 

(17) 

(18) 

(19) 

Thus, for an axisymmetric, topologically Euclidean 
space-time, we have 
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J = l.. J (- a)1/2R td3x i (20) 871 t=canst h «J • 

[Note that, in Eq. (20), <p is fixed by the symmetry but 
the choice of t is arbitrary except in the asymptotical­
ly flat region.] For a gravitational geon R,/ is zero 
by virtue of the field equation (1), and so for an axi­
symmetric gravitational geon Eq. (20) yields 

J = o. (21) 

An identical calculation starting from Eq. (14) shows 
that for a stationary, topologically Euclidean space­
time, 

m - _l.. J (- rr)1/2R td3x i 
- t canst h t • 

471 
(22) 

(Here t is fixed throughout the space-time by the 
stationary symmetry.) Hence, for a stationary gravi­
tational geon, 

m = O. (23) 

Since G t = R t, it follows from Eq. (20) that J is a 
conserv~d quaritity associated with axial symmetry 
and arising from the conservation law (GJlv~Jl);v = O. 
This quantity was used in Ref. 3 to define the angular 
momentum of an axisymmetric space-time. However, 
since Gt t = R / - ~, we see from Eq. (22) that in the 
stationary case m is not (in general) equal to the 
conserved quantity arising from (G vlj;Jl). v = 0, except 
for space-times with vanishing scalar curvature R 
(e.g., electiovac space-times). 

Note that if matter is present in the interior, one 
obtains m > 0 for a stationary, topologically Euclidean 

1 J .A. Wheeler, GI'OIlI('/rotivl/(/Il/ics (Academic, New York, 1962). 
2 C. W. Misner, K. S. Thorne, and J. A. Wheeler, Gnll'i/{//ion, (to be 

published). For alternative approaches, see, e.g., L. D. Landau 
and E. M. Lifshitz, CI{/ssic{/I Theon' 0/ Fields (Addison-Wesley, 
Reading, Mass., 1962), E. Lubkin, Rosen Festschrift (1968), A. Traut­
man, in Gmni/{//iOI/, edited by L. Witten (Wiley, New York, 1962), 
L. Tamburino and J. Winicour, Phys. Rev. 150, 1039 (1966). 

3 J. M. Cohen, J. Math. Phys. 9,905 (1968). Note that for an axisym­
metric space-time the definition of angular momentum used in 

space-time if R/ = T/ - ~T < O. For perfect fluid 
matter this condition becomes p + 3p> O. 

The proof of Eqs. (21) and (23) does not apply to black 
holes because for black holes the space like hyper­
surfaces either contain a singularity or have non­
Euclidean ("wormhole") topology. In either case, 
Eq. (15) does not follow from Eq. (10). For further dis­
cussion see, e.g., Ref. 5 and the references cited 
there. 

It should be emphasized that, in the proof of Eq. (21), 
it is required that the geon be strictly axisymmetric, 
i.e., axisymmetric on a small scale, not merely 
approximately axisymmetric when averaged over 
some region. Similarly, in the proof of Eq. (23), the 
geon must be strictly stationary. Since the gravita­
tional geons previously considered are highly dynami­
cal on a small scale, our results do not conflict with 
analyses which find them to have positive mass. 1 ,6 

Nor do our results exclude the existence of geons 
having angular momentum which are not axisym­
metric on a small scale, e.g., on account of gravita­
tional waves traveling in the <p direction. 
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In this paper the exterior Einstein equations are explored from a differential geometric point of view. Using 
methods of global analysis and infinite- dimensional geometry, we answer sharply the question: "In what sense 
are the Einstein equations, written as equations of evolution, a Lagrangian dynamical system?" By using our 
global methods, several aspects of the lapse function and shift vector field are clarified. The geometrical sig­
nificance of the shift becomes apparent when the Einstein evolution equations are written using Lie derivatives. 
The evolution equations are then interpreted as evolution equations as seen by an observer in space coordi­
nates. Using the notion of body- space transitions, we then find the relationship between solutions with different 
shifts by finding the flow of a time- dependent vector field. The use of body and space coordinates is shown to 
be somewhat analogous to the use of such coordinates in Euler's equations for a rigid body and the use of 
Eulerian and Lagrangian coordinates in hydrodynamics. We also explore the geometry of the lapse function, 
and show how one can pass from one lapse function to another by integrating ordinary differential equations. 
This involves integrating what we call the "intrinsic shift vector field." The essence of our method is to extend 
the usual configuration space ~ = Riem (M) of Riemannian metrics to 'f x :D x ~, where 'f = Coo (M, R) is the 
group of relativistic time translations and:D = Diff(M) is the group of spatial coordinate transformations of M. 
The lapse and shift then enter the dynamical picture naturally as the velocities canonically conjugate to the 
configuration fields (~" 1),) E 'f x :D. On this extended configuration space, a degenerate Lagrangian system is 
constructed which allows precisely for the arbitrary specification of the lapse and shift functions. We reinter­
pret a metric given by DeWitt for ~ as a degenerate metric on :D x ~. On:D x ~, however, the metric is 
quadratic in the velocity variables. The groups 'f and :D also serve as symmetry groups for our dynamical 
system. We establish that the associated conserved quantities are just the usual "constraint equations." A pre­
cise theorem is given for a remark of Misner that in an empty space-time we must have JC = O. We study the 
relationship between the evolution equations for the time-dependent metric g, and the Ricci flat condition of 
the reconstructed Lorentz metric gL. Finally, we make some remarks about a possible "superphase space" 
for general relativity and how our treatment on 'f x :D x ~ is related to ordinary superspace and superphase 
space. 

1. INTRODUCTION: THE EINSTEIN EQUATIONS OF 
EVOLUTION 

Our aim in this paper is to study the Einstein equa­
tions of evolution as a dynamical system, to explore 
the geometrical meaning of the lapse function Nand 
shift vector field X introduced by Wheeler,! to intro­
duce the gauge groups <[' and :D appropriate for the 
dynamical formulation of general relativity, and to 
study the interrelationships of the evolution equations 
with N and X, with the four-dimensional empty space 
condition Ra6 == 0, and with the gauge groups <[' and :D. 
The'gauge groups <[' and :D and the meaning of Nand 
X are explained below. 

BaSic work on the problem of regarding the Einstein 
equations of evolution as a dynamical system has 
been done by Arnowitt, Deser, and Misner,2 by 
DeWitt,3 and by Wheeler.! We shall reformulate this 
work using the general theory of Lagrangian systems 
and exploiting differential geometric ideas. We shall 
also be extending this work and viewing it in a way 
which differs from the original approaches in several 
essential ways. Perhaps the most fundamental of 
these ways may be explained as follows: One usually 
fixes a three- dimensional manifold M (taken to be a 
spacelike hypersurface in the final space-time) and 
uses as configuration space the space ~ of all 
Riemannian metrics on M. To incorporate the lapse 
function N and shift vector field X in what we believe 
is a natural way, we have found it necessary to en­
large ~ to <[' x :D x ~, where 

<[' == coo{M; R) = all smooth real-valued functions, 
~ : M ~ R, which one can think of as the "relativistic 
time translation group" 
and 
:D == Diff(M} = all diffeomorphisms 11: M ~ M, which 
one can think of as the "active" coordinate transfor­
mations or the "rotation group" of M. 

The sense in which <[' is the relativistic time trans­
lation group and in which :D is the rotation group of M 
is described briefly below and in detail in Secs. 7 and 
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5, respectively. The groups <[' and :D are closely re­
lated to the lapse and shift as we shall explain shortly. 

The lapse N, a real valued function, represents the 
clock rates for an observer relative to a reference 
system of clocks. The clock rates N depend on the 
space-time point for the observer. The fact that we 
change our clock rates, that is, allow an N not iden­
tically one, changes the equations of motion for the 3-
metric g ij which describes the geometry of the space 
M (the equations are written out below). Similarly a 
shift X is a vector field on the 3-manifold M which 
represents two observers in relative motion with 
velocity described by X. Again, a choice X '" 0 will 
change the equations of motion. 
The introduction of <[' x Xl is essentially the introduc­
tion of the configuration variables (~, T/), whose cano­
nically conjugate velocities are the lapse N and shift 
X (when the tangent space to <[' x :D is "pulled back" 
to the identity; see Set::s. 4 and 7 for a description of 
this process). On <[' x Xl x ~ we construct an infi­
nite- dimensional degenerate Lagrangian system 
L: T(<[, x :D x ~) ~ R. The degeneracy is, roughly 
speaking, in the direction of <[' x :D. The degeneracy 
allows precisely for the arbitrary specification of the 
lapse function and shift vector field. 

In our approach, we also consider the geometrical 
Significance of the lapse and shift in the equations of 
evolution. In the treatment of Arnowitt, Deser, and 
Misner,2 the lapse and shift are incorporated into the 
Lagrangian on ~ as Lagrange multipliers. The con­
straint equations (see below) are then obtained by 
varying the lapse and shift. In our formulation this 
situation is rather different. We consider the lapse 
and shift as velocities canonically conjugate to some 
configuration field variables rather than as Lagrange 
multipliers. The degeneracy of our Lagrangian on 
<[' x Xl x '.m allows an arbitrary lapse and shift to be 
consistent with the eauations of motion. 

We consider the two baSic constraints of the field 
equations, namely the divergence constraint 

I5«Trk)g - k)Jlg = 0 (1.1) 
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and the Hamiltonian constraint 

(see below for definitions) as conservation laws 
rather than as "constraints." We shall show (see Sec. 
6) that conservation in time of (1. 1) is a result of the 
invariance of the evolution equations under the co­
ordinate symmetry group~. (1. 2) is first established 
in Sec. 3 under the hypothesis that orr = 0 by a 
straightforward computation. What is interesting, 
however, is that we shall show that the pointwise con­
servation of JCIJg is a necessary consequence of the 
"full relativistic invariance" of the theory (in a sense 
made precise in Sec. 7). Our theorem is a rigorous 
version of remarks of Misner4,2 that a "topologically 
invariant" theory must have an identically zero 
Hamiltonian. 

Note: Our Lagrangian on r x ~ x~ is homogeneous 
and degenerate and our assertion about JCJ.Lg is dis­
tinct from and not to be confused with the elementary 
remark (see Ref. 5) that the energy of a homogeneous 
Lagrangian is always zero, as JC is the energy of the 
Lagrangian before it is made homogeneous. We also 
remark that the infinite dimenSionality of the invar­
iance groups leads to pOintwise integrals of the motion 
rather than integrated conserved quantities which one 
normally obtains. 

We now formally write out the Einstein system for a 
given lapse N and shift X. It is important for the 
later geometrical development that certain combi­
nations of the terms be recognized as Lie derivatives 
and HeSSians. 

Note: In the following, t occurring as a subscript 
indicates the variable t; it is never used to denote 
differentiation. Often the time-dependence of a field 
will be implicit. 

The Einstein System (E): Let Xt be a time- depen­
dent vector field on a fixed compact orientable three­
dimensional manifold M, and let Nt be a time- depen­
dent positive real valued (scalar) field on M, that is, 
Nt(m) > 0 for all mE M and t E R. The Einstein sys­
tem is the system of evolution equations 

\ agt rat = Ntkt -- Lx gt, 
'. t (1. 3) 
lakt . 
(at = NtSg/kt ) -2 NtRlC(gt} + 2Hess(Nt} - Lxlt 

with the supplementary conditions 

\B((Trkt}gt - kt ) ::::: 0, 
) 

Our notation is the following: 

is a time-dependent metric on M, 

= Lie derivative of gt with respect to the 
time-dependent vector field Xt (in co­
ordinates, Lx gt = Xii - + Xli' with I - de­
noting the cohriant aeriv~tive with res­
pect to the time-dependent metriC), 

= Lie d~rivative of kt ::::: Xlkiill + k;IXIJj 
+ ki/X 1;, 

= (Ricci curvature tensor formed from gt) 
- R - r k - r k + r k r l - r l r k 
- ij - ij,k ki,j ij kl ik lj' 

= scalar curvature = R~, 
Hess(N) = Hessian of N = double covariant deriva­

tive = N1;1 i' 

Ok 

Trk 

k'k 

kxk 

::::: divergence of k = (ok); = - k/Ij' 

= trace k ::::: giikii ::::: k1, 

::::: dot product for symmetric tensors::::: kilij , 

= cross product for symmetric tensors 
= kilkj, 

::::: k x k - t(Trk)k ::::: kilkj- t(gmnkmn)kij' 

Note: We have assumed M compact only to sim­
plify the discussions. It is surely not essential. 

The Lorentz geometry on (- E, E) x M corresponding 
to a solution gt = 3gt of the Einstein system is given 
by 

4gaBdxadx13 ::::: (XiXi -N2)dt 2 -2X i dx idt + gijdxidxi, 

where x a = (t, Xi) and XiXi = 3g (X, X). For this to be 
Lorentz, we require 3g (X, X) < N2 initially (and hence 
for a short t interval). 

Our conventions in this paper will be that, for expres­
sions written in coordinates, Latin indices will run 
from 1 to 3 and Greek indices from 0 to 3. Our 
Lorentz metrics will have signature (-, +, +, +). 

In the Einstein system, all the geometriC quantities 
(such as Ric, Hess, 0, and Tr) are computed with res­
pect to the time-dependent metric gt. These equations 
appear in coordinates in Arnowitt, Deser, and Misner 
(see Ref. 2, p. 236 or Ref. 6, p. 1325) in terms of the 
tensor density rr = «Trk}g - k)v'detg dx 1 /\ dx 2 A dx 3 

(using the momentum rather than the velocity vari­
able). k, our energy denSity (the second of the supple­
mentary conditions), and the second evolution equa­
tion are minus twice the corresponding quantities in 
Ref. 6, and our shift is minus theirs. Our change of 
numerics makes the system more manifestly a 
second-order system with agtlat = kt when N = 1, 
X = 0 (see Sec. 3); changes the energy to the form 
K + V, where V is now the integrated scalar curva­
ture (and not its negative; see DeWitt3 and Sec. 3); 
and introduces a factor of ~ into the kinetic energy 
part JC of the energy density. The reason for changing 
the sign of the shift is explained at the end of Sec. 4. 

Unfortunately, the Einstein system, when written in 
coordinates, obscures the central l'ole played by the 
presence of the Lie derivative in the evolution equa­
tions. In fact, the apparent complexity of the equa­
tions as they appear in Refs. 2 or 6 dissolves when it 
is recognized that the last five terms in Ref. 6 or the 
last three terms in Ref. 2 are just the Lie derivative 
of either k or rr (see also remarks in Sec. 6). Thus, 
when written intrinsically, the Einstein system is 
geometrically Simplified. 

The Lie derivative terms have a natural geometric 
interpretation related to changing from" space" to 
"body" coordinates in a manner similar to that of the 
rigid body and hydrodynamics (cf. Ref. 7). This may 
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be more specifically described as follows. The shift 
Xt is a time- dependent vector field on M, and as such 
it has an integral, or flow Tit E 1) with Tlo == (iden-
tity diffeomorphism of M) == id M' The solutions of the 
Einstein system with the shift X and those with the 
shift zero are related by the active coordinate trans­
formation Tit in the usual way one transforms metrics. 
Moreover, we consider the manifold M to be the 
"body" and the flow Tit of the shift vector field as be­
ing a motion or "rotation" of M. Then if we assume 
that the time-dependent metric fieldgt is "dragged 
along" by the rotation of M, the Einstein system can 
be interpreted as the equations of evolution as seen 
by an observer fixed in space, taken to be "off" the 
rotating manifold. This interpretation is worked out 
in Secs. 4 and 5. 

The lapse Nt enters the evolution equations in a 
slightly more subtle way, as it involves a system of 
clocks on M whose rates may be different at different 
pOints of M. The complication due to the possible 
space-dependence of ~ is reflected in the Hessian 
term in the Einstein system (E). 

As for the shift vector field we show how to solve 
the Einstein equations for a general lapse N, given 
the solution for N == 1, again by integrating a system 
of ordinary differential equations. Conversely, given 
a solution g for a given lapse N, we shall show how to 
construct a vector field on M, called the intrinsic 
shift of the lapse N, whose flow, together with a pro­
per time function, brings us into a Gaussian normal 
coordinate system in which N = 1. The intrinsic shift 
vector field may be interpreted as a "sliding effect" 
due to the fact that 11,; is not constant in the space 
variable. 

Finally, we remark that on !D x ~, our Lagrangian is 
quadratic in the velocities (X, og/ot) and is therefore 
of the classical form-kinetic energy minus potential 
energy, with the kinetic energy being derived from a 
degenerate metric on !D x ~. In fact the evolution 
equation ok/at = k x k - i(Trk)k - Lxk, along a solu­
tion for which the kinetic energy = 0, is just the geo­
desic equation on !D x ~ with respect to the afore­
mentioned metric. When written just on ~,the full 
Lagrangian does not have this classical form. 

We now summarize the topics treated in this paper: 

1. A treatment of infinite-dimensional degenerate 
Lagrangian systems (Sec. 2). A basic conservation 
law is given, similar to the nondegenerate case, which 
generalizes the classical conservation laws. 8•9•11 

2. The introduction of the gauge groups '1' and !D 
and of the space '1' x !D x ~ as the configuration 
space for the Einstein system. The gauge groups <f 
and 1) are the analog for the dynamical formulation 
of the coordinate gauge group of the four-dimensional 
geometry. 

3. A geometrical interpretation of the lapse and 
shift functions as the velocities canonically conjugate 
to the new configuration variables (~, TI) E <f x 1). 

4. A treatment of the Einstein system as an infinite­
dimensional degenerate Lagrangian system on a suit­
able subset of <f x 1) x ~ (Secs. 2 and 7). On!D x ~ 
we construct a Lagrangian L == K - V, where K is 
quadratic in the velocities (X, h), and on '1' x 1) x ~ a 
Lagrangian homogeneous in the velocities (N,X, h). 
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The quadratic nature of the Lagrangian on !D x ~ 
results in evolution equations quadratic in the veloci­
ties (X, h) which is analagous to the quadratic nature 
of the evolution equations for geodesics on a manifold 
and for hydrodynamics and the rigid body. 

5. A derivation of the supplementary conditions for 
the Einstein system as conserved quantities (Secs.3 
and 10), using conservation laws for degenerate Lag­
rangian systems and infinite-dimensional symmetry 
groups ('1' and !D), together with a preCise explanation 
of why the energy density for the empty space-time 
equations must be identically zero; cf. Misner. 4 

6. The recognition of the central role played by the 
Lie derivative terms in the evolution equations. The 
use of Lie derivatives shows that these terms in the 
evolution equations are geometrically Simple and 
makes their geometric meaning transparent. 

7. An interpretation of the shift vector field X t as 
generating a "rotation" of M and of the evolution 
equations as being the equations as seen by an obser­
ver in space coordinates. Using the notion of body­
space tranSitions, we then show that if we can solve 
the equations for X == 0, then they can be solved for 
any X by integrating a system of ordinary differential 
equations (Corollary 4.1). Similarly, we give a geo­
metrical derivation of how if one can solve the Ein­
stein equations for N = 1, then they can be solved for 
an arbitrary N by integrating geodesic equations, 
again ordinary differential equations (Theorem 10.3). 

8. A geometrical derivation of the Hessian term 
Hess(N) in the Einstein system using generalized 
Gauss-Codazzi equations in coordinates which are 
not necessarily normal Gaussian (Sec. 8). 

9. The interpretation of the lapse Nt as related to 
the tangent of the curve Tt E '1' where Ttl the proper 
time function, can be interpreted as a change of time 
parameter for each point m E M from the canonical 
parameter of evolution to an arbitrary parameter 
of evolution (Sec. 10). 

10. The introduction of a new object, the intrinsic 
shift Y of N, whose integration gives the rest of the 
Gaussian coordinate system (Theorems 10.1 and 
10.2). The intrinsic shift is interpreted as the "tilt­
ing effect" of the coordinate system due to the spatial 
dependence of N. 

2. DEGENERATE LAGRANGIAN SYSTEMS 

In this section we study the notion of a degenerate 
Lagrangian system in the spirit of Ref. 8. Degenerate 
Lagrangian systems have been used in some previous 
analyses of general relativity and are fairly common 
in classical mechanics (cf. Ref. 9). Here we shall 
treat such systems from the coordinate independent 
or global point of view. 

We are going to be working with spaces of maps, for 
example, the space of all Riemannian metrics~. For 
simplicity we assume that all such objects are Coo. 
Properly one should work with Sobolev spaces, but 
the modifications needed are fairly routine and do 
not involve any new physical ideas (see Refs. 10 and 
11). 

For our purposes we find it convenient to use the 
general ideas about Hamiltonian and Lagrangian sys­
tems as developed in Ref. 8 rather than variational 
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principles. The chief difference with Ref. 8 is that 
we must use infinite-dimensional configuration 
spaces. We, therefore, shall assume that the reader 
has some aquaintance with calculus in infinite dimen­
sional spaces and manifolds, as expounded for exam­
ple in Ref. 12. As mentioned above, the spaces are 
usually spaces of maps; in the physics literature the 
derivative of a function defined on such a space is 
often called its "functional derivative." 

Let B be a manifold, possibly infinite-dimensional 
(modeled on a Frechet or Banach space). Let TB 
denote its tangent bundle and let T: TB ~ B be the 
natural projection map. For b E B, let TbB be the 
tangent space at b, that is, the fiber over b; TbB = 
T-l(b). 

Let L: TB ~ R be a mapping (called the Lagrangian 
or action integral) and let Lb be the restriction of L 
to TbB. The derivative of Lb,DLb(v), at a point 
v E TbB defines a map FL: TB ~ T*B (T*B is the 
contangent bundle), called the fiber derivative or 
Legendre transformation. As in Ref. 8, using FL, one 
obtains a closed 2-form wL (i.e., dWL = 0) on TB by 
pulling back the canonical symplectic structure on 
T* B. If B is modeled on a linear space E, so locally 
TB looks like U x E where U c E is open, then 
wL(u, e), for (u, e) E U x E, is a skew-symmetric 
bilinear form on E x E given by 

2wL(u, e)'«el , e2), (e 3, e 4 » 

= Dl (D 2L(u, e) 'e l ) 'e 3 - Dl(D 2L(u, e) 'e3) 'e l 
+ D2D2L(u, e)'e4 'e l - D2D2L(u, e)'e2'e 3, 

where Dv D2 denote the partial derivatives of L. 

We say wL is (weakly) nondegenerate if wL(u, e)' 
«el,e~), (e 3,e 4» = 0 for all e 3 ,e 4 E E implies that 
(el' e 2 ) = O. However we will want to allow for de­
generate Wv so we do not make this assumption. We 
say that L is degenerate if wL is degenerate (as a 
2-form). It is easy to see that wL is nondegenerate 
iff D 2D 2L(u, e) is nondegenerate. 

The action of L is defined by A: TB ~ R, A(v) = 
FL(v)'v, and the energy of L is E = A - L. In charts, 

E(u, e) = D2L(u, e)'e - L(u, e) 

and in finite dimensions it is the usual expression 

E( .) OL.. (.) q,q =-.. q'-Lq,q. 
aq' 

Now given L, we say that a vector field Z on TB is a 
Lagrangian vector field or a Lagrangian system for 
L if the Lagrangian condition holds: 

2wL(v)(Z(v), w) = dE(v)'w 

for all v E TbB, w E Tv( TB). Here dE denotes the 
differential of E. 

If wL were a (weak) symplectic form, Le., nondegene­
rate, there would be at most one such Z. The fact 
that wL is degenerate however means that Z is not 
uniquely determined by L so that there is some arbi­
trariness in what we may choose for Z. For the 
Einstein system, this degeneracy will correspond to 
an arbitrary choice of lapse and shift. 

It should also be stressed that, in general, L need not 
have a corresponding Z. If there is one, we say that 
we can find consistent equations of motion for L. As 
above, there can be several equations of motion con­
sistent with L. 

The dynamics is obtained by finding the integral 
curves of Z; that is, the curves v(t) such that v(t) E TB 
satisfies (dv Idt) (t) = .z(v(t». From the Lagrangian 
condition, it is trivial to check that energy is con­
served even though L may be degenerate. 

Proposition 2. 1: Let Z be a Lagrangian vector 
field for L and let v(t) E TB be an integral curve of 
Z. Then E(v (t)) is constant in t. 

Proof: By the chain rule, 

d 
dt E(v(t)) = dE(v(t))'v'(t) - dE(v(t»'Z(v(t» 

= 2wL(v(t» (Z(v(t)), Z(v(t))) 

= 0 by the skew symmetry of wL •• 

For a general degenerate Lagrangian system, Lag­
range's equations also hold, if we assume that Z is 
second order. That Z is second order means that, in 
a chart U x E, Z has the form z(u, e) = (e, Z2(u, e». 
(See Refs. 8 and 12 for the intrinsic definition of 
second order.) 

Proposition 2.2: Let Z be a Lagrangian system 
for L and suppose Z is a second order equation. Then 
in the chart U x E, an integral curve (u(t), v(t)) E 

U x E of Z satisfies Lagrange's equations: 

~~~ (t) = v(t), 

~:t (D 2L(u(t», v(t))·w) = DlL(u(t), v(t))·w 

for all WEE. In case L is nondegenerate, 

~ = {D 2D2L(u, v)}-l{DlL(u, v) - DlD2L(u, v), v} 

Proof: We work in a chart U x E so that Z(u, e) = 
(e, Z2(u, e». From the definition of E, we have 
dE(u, e)' (e;L' e2) = Dl (D2L(u, e)' e)' e l + 
D~2L(u, e)' e' e2 - DlL(u, e)' e l • Using the formula 
for wL> the condition on Z2 may be written, after a 
short computation, as 

DlL(u, e)' e l = Dl (D2L(u, e)' e l )' e 

+ D2(D2L (u, e)' Z2(u, e»' e l 

for all e l E E. 

If (u (t) , v(t)) is an integral curve of Z, we obtain 
(where the dot means dldt) 

DlL(u,v)' e l = DlD2L(u,u)' el'u +D2D2L(u,it) 'il' e l 

= :t D 2L(U,it)' e l 

by the chain rule .• 

We wish to emphasise a speCial case of Proposition 
2. 2 for later use. Suppose that ( , ) is a symmetric 
bilinear form defined on each tangent space of B; we 
shall refer to (,) as a metric. Define L: TB ~ R to 
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be the kine tic energy L (v) = t<v, v>. Suppose that the 
metric is nondegenerate, which implies that the Lag­
rangian L is also nondegenerate. Then Z is called 
the geodesic spray and one can easily check from 
Proposition 2.2 that in the finite-dimensional case, 

L(v) = tgij vivj and Z 2(u, e) = - rij(u)eiej 

where ri~ are the Christoffel symbols of the metric 
gij' 

Thus the integral curves of the geodesic spray are 
given by v(t) = dx(t)/dt, where x(t) is a geodesic on B. 
Now let V:B ~ R be given and consider the Lagran­
gianL(vb ) = t(vb,vb) - V(b). Then from Proposition 
2.2 we see that the Lagrangian vector field for L is 
given by Z(u, e) = (e, S2(u, e) - gradV(u», where S is 
the spray of the metric and where gradV is the gra­
dient of V, a vector field on B defined by 

<gradV(b), vb) = dV(b) . Vb' 

where dV(b) is the differential of V evaluated at b. 
Again, in the finite-dimensional case, gradV = 
gij av /axj. 
We remark that if wL were nondegenerate, Z would 
automatically be a second order equation (cf. Ref. 8). 
But for a general Wv a Lagrangian vector field Z need 
not be second order; if it is not, Lagrange's equations 
may fail-and do in some important examples, such as 
when a quantum mechanical system is regarded as a 
Lagrangian system. 

Often L is obtained in the form 

L(u,u) = 1 £ (u,~,U)dX. M \ axk 
Here M is some fixed manifold, say Rn, u is a scalar 
or possibly tensor field on M and £ is a given scalar 
function with the indicated arguments. The space of 
the u's forms the manifold B and the Lagrange's 
equations can be converted to the usual Lagrange 
density form. 

We next give the basic conservation law for Lagran­
gian mechanics. A key point is that the validity of 
the result is not affected by the fact that L may be 
degenerate. 

Proposition 2.3: Let Z be a Lagrangian vector 
field for L : TB ~ R, and suppose Z is a second-order 
equation. 

Let eI>t be a one-parameter group of diffeomorphisms 
of B generated by the vector field Y : B ~ TB. Sup­
pose that for each real number t, LoTeI>t = L. Then 
the function P(Y): TB ~ R, P(Y)(v) = F L(v) . Y is a 
constant along integral curves of Z. 

Proof: Let v(t) be an integral curve for Z. Then 
we shall show that (d/dt)P(Y)(v(t» = O. Indeed, in a 
coordinate chart, if (u(t), v(t)) is the integral curve, 
we get from the chain rule 

:t {FL(v(t))· Y} = :t {D2L (u(t), v(t))· Y(u(t))} 

= D 1D 2L(u (t), v(t)) . Y(u(t)) . u '(t) 

+ D 2D 2L(u(t), v(t))· Y(u(t))· v'(t) 

+ D 2L(u(t), v(t))· DY(u(t))· u'(t). 
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Now the condition that Z be the Lagrangian vector 
field of L means exactly that the first two terms 
equal D1L(u(t), v(t»· Y(u(t» (see the proof of Pro­
position 2.2 above). However if we differentiate 
LoTeI>t with respect to t we obtain for any point (u, v), 

o = :t L(eI>t(u), DeI>t(u) . v) I t=O 

= D 1 L (u, v) . Y (u) + D 2L (u, v) . DY (u) . v. 

Comparing this with the above gives (d/dt){FL(v)'Y} 
= 0 and proves the assertion .• 

Proposition 2. 4: Let L : TB ~ R be a Lagrangian, 
possibly degenerate and let Z be a Lagrangian vector 
field for L. Sup~ose eI>: B ~ D is a diffeomorphism. 
Set L: TD ~ R, L = LoTeI>-l where TeI>: TB ~ TD is 
the tangent (derivative) of eI>. Then a Lagrangian vec­
tor field for L is given as follows: 

2: TD ~ T2D, 2 = T(TeI»oZoTeI>-l == (TeI»,.Z 

(2 is the "push-forward" of Z by the diffeomorphism 
TeI>). 

This is a straightforward check using the definitions. 

3. THE EINSTEIN SYSTEM ON mr. (NO SHIFT AND 
NO LAPSE) 

In this section we consider the Einstein system in 
Gaussian coordinates. Given this coordinate choice, 
the system is described by a nondegenerate Lagran­
gian formalism (cf. Refs. 2 and 3) which we now glo­
balize using the language of Sec. 2. We choose as our 
configuration space mr., the space of all Riemannian 
metrics on a fixed compact three-dimensional mani­
fold M. Thus mr. is an open convex cone in S2(M), the 
space of two symmetric covariant tensor fields on M. 
Therefore for g E mr., Tgmr. = S2(M), and we can write 

Tmr. = mr. x S2(M). 

We equip mr. with an indefinite metric g, referred to 
as the De Witt metric, by setting for g E mr., 

Sg: Tgmr. x Tgmr. ~ S2(M) x S2(M) ~ R, 

Sg(h,k) = £«Trh)(Trk)-h·k)lJ.g, 

where h'k = hijk ij , the dot product of hand k, and IJ.g 
( = ~detg dx 1 /\ dx2 /\ .•. /\ dxn) is the usual volume 
element associated with the metric g. Note that the 
space mr. has the feature, appropriate for general 
relativity, of having metric structures which do not 
depend on any particular Riemannian metric for the 
underlying manifold M. In other classical field theo­
ries, such as electrodynamics and hydrodynamics, it 
is necessary to specify a priori a metric on M. In 
general relativity such a specification is, of course, 
unnatural as it is precisely the metric structure of 
M that is evolving. 

Proposition 3.1: The Lagrangian L o(g, h) = 
tSg(h, h) is nondegenerate and the associated Lagran­
gian vector field exists and is given by 

Z:mr. x S2(M) ~ S2(M) x S2(M) 

Z(g, k) = (k,k x k - t(Trk)k + i[(Trk)2 - k·k]g) 

== (k,Sg(k) + tXg), 
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where (k x k);j = kilkl, the cross product of k and k, 
Sg(k) = k x k - t(Trk)k, and X = t«Trk)2 - k'k), the 
kinetic energy scalar. 

For each (g, #) E ~ x S2(M), there exists a unique 
smooth curve (gt, kt) E ~ X S2(M) with initial condi­
tions (go' ko) = (g, k) and which satisfies Z, for tin 
some interval about O. 

Proof: That 9 is nondegenerate follows from the 
fact that if g (k,h) = 0 for all hE S2(M), then in par­
ticular, setti~g h = t(Trk)g - k, 0 = gp, t(Trk)g-k) 
= 1rk'k ~ which implies k = 0 as the integrand is 

positive. 

We first consider Lagrange's equation in the form 
(d/dt)D2L o(g,k)'w =D~Lo(g,k)'w, WE S2(M). 
Note that L 0: ~ x S'2,(M) ~ R, so that DlL o(g,k): 
S2(M) ~R andD2Lolg,k): S2(M) ~R. Letgt be a 
curve in ~ that satisfies 

go=g and ~flt=o=W ES2(M). 

Then from the rule for taking partial derivatives, 

DlL o(g, k)' W = :t L o(gp k) It=o. 

Similarly, 

D 2L o(g,k)'w =~Lo(g,kt)lt=O 
where(kto ~t)lt=O = (k, w). 

By applying this rule, Lagrange's equation becomes 

:t fM[(Trk)g - k]' W Ilg, 

= 1r[-(Trk)k +kX k +tXg]'Wllg, (3.1) 

where we have used the fact that the derivative of the 
map 

iJ.: ~ ~n(M), gH~ 

[n (M) = smooth volume elements on M] is given by 

DIl(g): S2(M) ~ An(M), g H DIl(g)· W = HTrw)~ 

[An(M) = the space of smoothn-formsonM]. 

In coordinates this result follows from the formula 

:t det(gij + twi) I t=O = Tr(w;j) det(gij) 

Since W E S2(M) is arbitrary, the integrands of (3.1) 
are equal and we get 

:t [(Trk)g - kr1~ = [k x k -(Trk)k + tXg]-l~, (3.2) 

where we are using the superscript-1 to mean that 
all indices are contravariant, and juxtaposition, like 
k-1iJ.g, to mean the tensor product k-1~ = k-1 ® ~ 
(claSSically, expressions like k-liJ.g are tensor den-
sities, written in coordinates as k ij ,fdetg). 

Equation (3.2) is Lagrange's equation on T*~. To 
get Lagrange's equation on T~, we pull (3.2) back 
using the fiber derivative of L o. This is equivalent 
to solving (3.2) directly for dk/dt. USing the facts 
that dg/dt = k, dg-l/dt = - k-l (in coordinates this is 

dg ij /dt = - giagjbkab) and dllg/dt = t(Trk )Ilg (in co­
ordinates this is (d/dt).jdetg = tgab (dgab/dt).jdetg), 
(3.2) becomes 

(;t [(Trk)g - k]-1) Ilg + ~(Trk)[(Trk)g - k]-1Ilg 

= [(k x k - (Trk)k + ~xg]-1Ilg. 

Eliminating Ilg gives 

:t [(Trk)g - k ]-1 = [k x k - t(Trk)k ]-1 

- ~(Trk)2g-1 + tXg-1. (3.3) 

From (d/dt)(Trk) = - (Trk)2 + Tr(dk/dt) and taking 
the trace in (3.3), we find 

:t (Trk) = - t(Trk)2 + ~ X 

and thus 

d~;1 = _ [k x k - t(Trk)k]-1 - (Trk)k-1 + tXg-1, 

Lowering the indices on k-1 by using (dk/dt) -1 = 
(dk-l/dt) + 2(k x k)-1 (in coordinates this is 
gaigbj(dkab/dt) = (dk ij /dt) + 2 k~kaj) gives the result, 

dk 1 ( ) 1 dt = k x k -"2 Trk k + 4Xg. 

Finally we remark that Z is simply algebraic in g and 
k and is thus a smooth vector field on T~ and on 
T~, O:s k < 00, where ~ is the manifold of Ck­
Riemannian metrics on M in the Ck topology (uniform 
convergence of derivatives up to order k). The mani­
folds T:m:k , O:s k < 00 are Banach manifolds and 
hence the usual Picard method for ordinary differen­
tial equations is sufficient to establish that Z has a 
smooth flow on T:m: k , 0 :s k < 00, defined for a short 
time interval and a simple limit argument shows that 
k = 00 is also allowed. Indeed, what one must show is 
that the time of existence Ek does not go to zero as 
k ~ 00. To show this, suppose we have a solution (g,k) 
in T:m: k with initial data (go' k 0) which are C k+1. Then 
we assert the solution is C k+1 as long as it is defined 
in Ck. This comes from examining the linear differ­
ential equation for the spatial derivative of (g, k), as 
in Refs. 13 and 14. The result then follows •• 

The second order equation Z(g, k) = (k, Z2 (g, k)) = 
(k, k x k - t[(Trk)k + HTrk)2 - k 'k ]g) is quadratic 
in the second or velocity variable k; that is, for A E R, 
Z2(g,Ak) = A2Z2(g,k). A second order equation with 
this property is called a spray (see Lang12, p. 67). 
If Z is the spray of a metric it is called a geodesic 
spray and its base integral curves are the geodesics 
of the metric. Thus the Z of Proposition 3.1 is the 
geodesic spray of the DeWitt metric. However, Pro­
positions 3.3 and 3.4 below show that the truncated 
quantity Sik) = k x k - ~(Trk)k also enters the equa­
tions in a fundamental way. We will refer to Sg(k) as 
the De Witt spray. 

We remark that the geodesics of g (that is, the base 
integral curves of Z) can in fact be found explicitly 
as has been done by Dewitt3 and in a different context 
by Eardley, Liang, and Sachs. l5 From these explicit 
formulas, it is seen that the geodesics exist for short 
time only, as they eventually run out of:m: into S2(M). 
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When this happens, the equations break down and be­
come singular since they involve taking the inverse 
ofg. 

Since Sis nondegenerate, the bundle map S~: T~ ~ 
T*~ defined by S;(h)'k = Sg(h,k) is injective. This 
map in the classical case gb: TM ~ T* M corresponds 
to lowering of indices by a metric tensor gjj' Note, 
however, that since the model space S (M) is the 
space of covariant tensor fields, S~(kf E Tg*~ has 
contravariant indices. 

The terminology weakly nondegenerate comes from 
the fact that the map S~, while injective, need not be 
an isomorphism, cf. Ref. 11. We should also point out 
that in contrast to strong metrics (as in Ref. 12), 
weak metrics need not have geodesics. For the 
DeWitt metric, however, the existence of geodesics 
was checked directly in Proposition 3. 1. 

Now S;(k)' h = Sik, h) = t.[(Trk)(Trh) - k' h]/-Ig 

= fM[(Trk)g - k]-l . h /-Ig. If we consider S2(M) Q9 /-Ig 
(= space of two-symmetric contravariant tensor den­
sities) as a subspace of Tg*~, the continuous linear 
functionals on S2(M) = T ~ in the Coo-topology of 
uniform convergence of derivatives of all orders, 
then we can set S;(k) = [(Trk)g - k]-l/-1g. The space 
Tg*~ is a space of tensor-valued distributions. 

We will denote by 1f the momentum canonically con­
jugate to the velocity k, 1f = S;(k) E S2(M) Q9 /-Ig. In 
coordinates, 1fij = [(gabkab)gij - kij].Jdetg which is the 
expression for 1f that appears in Ref. 2. Thus 1f can 
be interpreted as k with its indices raised by the 
DeWitt metric. 

If we consider S2(M) Q9 p.g as the range of S; rather 
than Tg*~, then S; is onto, and its inverse 

[8;]-1 = s1: S2(M) Q9 p.g~ S2(M) 

is given by 

S!(1f ' Q9 p.g) = i(Tr1f/)g - (1f/)p [= ~(Tr1f/)gij - 1ftj ], 

where 1f' is the tensor part of 1f = 1f' Q9 p.g' and (1f/)~ 
means 1f' with its indices lowered [(1f/)t = gik~I(1f/)kl 
:::: 1f!j]' The factor i enters so that S![S;(k)] = 
g#{[(Trk)g - k]-l Q9 p.g} = i{Tr[(Trk)g - k ]}g -
[(Trk)g - k] :::: k, as we expect. 

We now proceed to consider the gravitational poten­
tial of DeWitt and to compute its gradient with respect 
to the metric Si see the discussion following Proposi­
tion 2.2. Although the spray Z of S was simply alge­
braic, the gradient of the potential will be a nonlinear 
differential operator. 

Let 
V: ~ ~ R, gH 2 -kR(g)p.g, 

where R(g) is the scalar curvature of g, and set 

L(g, k) = i 9g(k, k) - V(g). 

Our k and L is minus twice DeWitt's3 so that our L 
is of the form kinetic energy minus potential energy 
and the kinetic energy enters with the classical fac­
tor t 
Adding this potential to Loin Proposition 3. 1 adds a 
forcing or gradient term to the equations of motion, 
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which we now compute. We include a positive scalar 
function N: M ~ R in the potential for later use (see 
Sec.8). 

Proposition 3.2: Let N: M ~ R be a smooth posi­
tive scalar function on M and let 

V:~~R, gI-72t.NR(g)/-Ig' 
Then 

- gradV:::: - 2N Ric(g) + ~NR(g)g + 2 HessN, 

where Ric(g) :::: Ricci tensor of g, RessN = ~ ilj = 
double covariant derivative, and where 

is computed with respect to the DeWitt metric S. 

Proof: We first compute dV(g) =DV(g): S2 (M) ~ R. 
Let gt E ~ be a curve in ~ with (gt, dgtldt) It=o = 
(g, w) E mL x S2' Then since dldt p.g =iTr(dgldt)p.g, 
as in the proof of Proposition 3.1, w~ get t 

dV(g) . w = :t V(gt) I t=o 

:::: 2 t. N :t (R(gt)p.gt )It=o 

= 2 ~ [~!gt) p.gt + R (gt)iTr(~~t) p.gJ /t=o. 

A classical computation gives16 

:t R(gt) It=o = ~(Trw) + liliw- Ric(g)w, 

where t>.f = -gijflilj = Laplace-Beltrami operator on 
scala~s, and where liliw = wijlilj = the double covari­
ant dIvergence. Thus 

dV(g) . w = 2 t. N[ ~(Trw) + liliw - Ric(g) . w 

+ R(g)i(Trw)]p.g' 

Since M is compact without boundary, an integration 
by parts yields 

dV(g)· w = 2 1 {gt..N + RessN - N[Ric(g) 
M 

- ~R(g)gJ}' w p.g 

and since w is arbitrary 

dV(g) = 2{g~N + RessH - N[Ric(g) - iR (g)g]}-l/.lg. 

(3.4) 

Using S! to pull DV(g) E Tg*mL back to T~, we find 

9![(g~N + RessN)-lp.g] 

and 

= ~gTr(gt..N + RessN) - (gt..N + RessN) 

= %g(3W - t..N) - (gt..N + RessN) 

= - RessN 

S!{- N[Ric(g) - ~R (g)g]-lp.g} 

= - ~NgTr[Ric(g) - %gR(g)] 

+ N[Ric(g) - ~gR(g)] = N[Ric(g) - tgR(g)]. 

Rence,- gradV(g) = - 2N Ric(g) + ~NgR(g) 
+ 2 RessN .• 
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Combining Propositions 3.1 and 3.2 (and taking 
N = 1) gives 

Proposition 3.3: The vector field equations on 
T;}f( associated with L are 

og ,IT = k, 

j~; = k ~ k - ~(Trk)k + i[(Trk)2 - k' k)g - 2Ric(g) 

. + "2R(g)g 

= Sg(k) - 2Ric(g) + ~JC(g,k)g, 

where JC(g, k) = i[(Trk)2 - k . k) + 2R(g), and Sg is 
the DeWitt spray. 

The basic conservation laws for this system of equa­
tions are 

Proposition 3.4: Let (gp kt ) satisfy the equations 
of Proposition 3.3: 

'ag _ )IT - k, 

(~: = Sik) - 2Ric(g) + iJC(g,k). 

Let rr = [(Trk)g - kl-1Ilg • Then 

:t(orr)b= 0 

and 
a 
ilt[JC(g,k)llg ) + 200rr = 0, 

where (orr)b = - rr/Ij and 

where oorr = rrij lilj = the covariant double divergence. 

If at t :::: 0, orr = 0, then this condition is maintained 
for all t for which the solution is defined, say It I < E, 
and (il/at) [JC(g,k)1l ]=0. If orr =0 andJC(g,k)==0 
at t = 0, then JC(g, l) == 0 is maintained for all t, 
Itl < Eo 

Remark: Note that (01r)b is conserved whether or 
not (orr)b :::: 0 initially, but that JC(g, k)/Lg is indepen­
dent of time only if orr = O. It is conceptually best to 
derive these conservation laws from general sym­
metry principles. We do that for the divergence con­
dition in Sec. 6 using the symmetry group ~ == Diff(M). 
In Proposition 8.1 we show that (a/ot)[JC(g,k)/Lg] == 0 
if the theory is invariant under the relativistic time­
translation group <[' == Cro(M; R), which is the case for 
the empty space field equations. Here we show direct­
ly that (il/at) (orr)b = 0 and (a/at)[JC(g,k)llg ] + 20orr==0 
for any solution (gt, kt) of the equations in Proposition 
3.4. Of course such a continuity equation is a gene­
ral feature of Lagrangian field theories. Proposition 
3.4, in essence, goes back to Arnowitt-Deser-Mis­
ner.2 

Proof of Proposition 3.4: First we show 
(il/at)(JC(g,k)llg ] + 200w = 0: Let JC == H(Trk)2-k'kJ 
be the kinetic energy scalar. Then from Proposition 
3.3 and the proofs of Propositions 3.1 and 3.2 we 
have 

:tJCllg = ~ ~:. (gTrk - k)-llLg + ~k' :t[(gTrk-k)-l~] 

Also, 

= t[k x k - t(Trk)k + tgx - 2Ric(g) 

+ ~R(g)g)· (gTrk - k)-llLg 

+ ~k '{k x k - (Trk)k + igJC 

+ 2[Ric(g) - ~R(g)g]}-l 

== 2[Ric(g) - ~R(g)g]' k. 

:t [2R(g)/Lg) = 2{b,(Trk) + ook - [Ric(g) -~R (g)g]' k}/Lg 

so that 

d 
dt[JClLg + 2R(g)lLg] == 2(b,Trk + ook)llg 

= - 2oo{«Trk)g - k )lLg } 

:::: - 2001T. 

Thus (a /a t)JClLg + 2001T = O. 

To show that (a/at) (ow)b = 0 we proceed as follows. 
From Eqs. (3.2) and (3.4) we have 

~; == {k x k - (Trk)k + tXg + 2[Ric(g)-~R(g)g]}-1~. 
(3.5) 

Note that (3.5) is the system of Proposition 3.3 in 
Hamiltonian form, namely 

d 
dt D 2L(g, k) = D1L(g, k) = - D1H(g, w), 

where H(g, w) :::: ~gg(S#(1T), g#(w» + V(g). 

A computation in coordinates shows that 

a b I, (a1N at (01T) = LO IT) + o«Trk)k - k x k - ~JCg)llg]' (3.6) 

Substitution of (3.5) into (3.6) yields our result 
(a/at) (ow)b == O •• 

In the case of electromagnetic fields E, B, JC == 
[g(E,E) + g(B,B») and -01T == *(E /\ B)llg so that 

:t (~JCllg) + 001T == :t (~[g(E, E) + g(B, B)]/Lg) 

- o*(E /\ B) = o. 

which is just Poynting's theorem. Here * is the 
Hodge star operator which maps k-forms into (n - k)­
forms. In this case we do not have (1i1T)b = 0 conser­
ved; cf. Sees. 6, 7, and 8. 

From Propositions 3.3 and 3.4 we find that a solu­
tion (gt, kt ) of 

whose Cauchy data (g 0' k 0) at t = 0 satisfies 

(C) {O(Trk)g-k] ==0, 
JC(g, k) == 0, 
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satisfies (e) for all tim.e t for which the solution 
exists, say It I < E, and hence also satisfies the trun­
cated system of evolution equations 

; ag 

(E) )at == k, 

~~: == Sik) - 2Ric(g). 

Solutions to the system (E) however need not be solu­
tions to (Z), 'lor is it·a priori obvious that solutions 
to (E) preserve the conditions (e) on the Cauchy data. 
Our next 'proposition shows, in fact, that the simpler 
system (E) is in fact equivalent to (Z) under the hypo­
thesis that the Cauchy data satisfies (e). 

Proposition 3.5: Let (gp kt) satisfy the system (E) 
with Cauchy data (go, k 0) that satisfies (e). Then 
X(gp kt ) == 0 so that (gt, kt ) also satisfies (Z), 

Proof: If (gt, kt ) satisfies (E), then a computation 
as in Proposition 3. 4 shows that 

~; == {k x k - (Trk)k + 2[Ric(g) - iR(g)g] 

-R(g)g}-lJ.lg. (3.7) 

Also, a direct verification shows that 

:t (01T)~ == [0 (~;)~ + o«Trk)k - k x k - txg)fJgJ. 
(3.8) 

Combining (3.7) and (3.8) gives 

(3.9) 

A computation similar to the one in Proposition 3.4 
gives 

a (XfJg ) 1 

-a-t + 2001T + 2(Trk)XfJg = O. (3. 10) 

Consider (3.9) and (3.10) as a first order linear 
homogeneous system of partial differential equations 
for (XfJ) and (01T)~. Then if XfJg == 0 and (01T)~ = 0 at 
t == 0, (3. 9) and (3.10) imply XfJg == 0, (01T)~ == 0 for all 
t for which (gt, kt) satisfies (E). Hence (gt, k t ) satis­
fies (Z) •• 

We remark that the proposition also follows if we 
assume that sOlugons to (E) are unique. l4 Let (go k t ) 

be a solution of (E) with Cauchy data that satisfies 
(e), and let (gt, lit) be_ a ~olution to (Z) with ihis same 
Cauchy data. Then (gt, kt ) is a solution to (E) and by 
the uniqueness assumption, (gt ,kt ) == (it, Ilt ) is also a 
solution to (Z). Unfortunately, there is not as yet a 
direct existence or uniqueness proof for the system 
(E). USing a four-dimensional formulation and a theo­
rem of Leray, Lichnerowicz l7 proves that Cauchy 
data 

o ~ fJ, II ~ 3, 

of Sobolev class (Hs,Hs-l) evolves for short time 
into a space-time of class Hs-l. Using an improve­
ment of the Leray theorem by Dionne, Choquet-Bru­
hat13 shows in fact that the space-time is of classHs. 
In a forthcoming paper we give a simple direct proof 
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that (HS,Hs-l) Cauchy data evolves for short time 
into a space-time of class HS, s ? 4 (see Refs. 18 and 
19). 

Eardley, Liang, and Sachsl5 give conditions when the 
Ricci term may be neglected, called velocity-domi­
nated solutions. This condition prevails when the 
metric is changing very fast as compared with its 
curvature, as for example near a Singular hypersur­
face. As Ric(g) is the only term involving spatial 
derivatives, neglecting Ric(g) reduces the equations 
to the geodesic equations on 'Jll which can then be 
solved explicitly. 

As explained in Ref. 1, the evolution equations (E) 
plus the initial conditions (e) are equivalent to the 
statement that the Lorentz metric gL given in a 
neighborhood (- E, E) x M of the initial hypersurface 
{O} x M by 

gL(t, m)' «r, vm), (s, Wm)) ==gt(m) (vm,wm) - rs, 

where (r,vm), (s,wm) E T(t.m)(R X M) ~ R x T~ and 
gt is the time-dependent metriC with interval of 
existence (- E, E), is Ricci flat; that is, Einstein's 
empty space field equations hold. In coordinates the 
formula reads 

gi:Bdxct.d.xB == - dt2 + giixidxi, 

where x a == (l,x i ). As we shall explain in Sec. 7, there 
are compelling reasons why we want to restrict our 
solutions to satisfy (e) in addition to the fact that 
only then do the solutions correspond to Ricci flat 
space-times. 

Note that we are not postulating that the whole space­
time is of the form R x M; rather it is of the form 
(- EO, E) x M only in a tubular neighborhood of the 
initial hyperspace. As the metric evolves in time, 
the topology of the space-time structure could be­
come more intricate. This global aspect in time is 
a difficult problem, closely related to the singularity 
problem, about which little is known.1 7,l9,20 

The above construction is for a space-time in Gaus­
sian coordinates goo == - 1, g Oi == O. To get the 
most general space-time, we must modify the equa­
tions of evolution to include the shift and lapse func­
tion. 

We shall deal with the shift and lapse separately since 
their geometrical meanings are quite different; but 
they can be handled simultaneously or in succession. 
When done together, one uses the semidirect product 
group structure on <[ x !D. 

4. EINSTEIN'S EQUATIONS WITH A SmFT 

If go. is nonzero and we write X == Xi == - gijgOj 
(gij is the inverse of the time-dependent 3-metric 
gij) so that X is a time-dependent vector field on M, 
then the evolution equations corresponding to the 
metric 

gaBdxadxB == - (1 - X iX i )dt2 - 2Xidtdx i + gijdxidx j 

are 
ag )at = k - Lxg, 

t~~ == Sg(k) - 2Ric(g) -Lxk . 
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Because of the presence of the Lie derivative in the 
first term, k is no longer the canonical velocity asso­
ciated with the configuration field g, but is now a 
supplementary variable, defined to simplify the evo­
lution equations; that is, the equation for aklat is 
simpler than the equation for the acceleration a2g/at2 

= ak/at - (a/at) (Lxg). We let h = ag/at denote the 
velocity canonically conjugate to the field g. 

In Ref. 3 the above equations are considered as Lag­
range's equations on~. However in this approach 
the kinetic energy K(g, h) = ~gg(h + Lxg, h + Lxg) 
fails to be a quadratic function of the velocity h(al­
though it is a quadratic function of the supplementary 
variable k). 

In order to have a kinetic energy term which is quad­
ratic, and to incorporate the shift vector field into 
the theory in a natural way, we enlarge the configura­
tion space ~ to !D x ~. We recall that !D = Diff(M) 
is the group of all smooth orientation-preserving 
diffeomorphisms of M. We can still regard the equa­
tions of Proposition 3.3 on !D x ~ by just ignoring 
the factor !D; namely, for X E T!D, (g, h) E T~ we 
have 

ag ar=h, 

~~ = Sg(h) - 2Ric(g) + tJC(g, h). 

These equations come from a degenerate Lagrangian 
on !D x ~, L(X,g, h) = L(g, h). The degeneracy is 
clear because the Lagrangian L: T(!D x ~) --7 R does 
not depend on X; thus, X can be specified arbitrarily. 
We give a less trivial extension of the Lagrangian L 
to !D x ~ shortly. 

At this point it will be necessary to set out a few 
properties of the diffeomorphism group !D of our 
manifold M. We shall need only the most elementary 
aspects of this group, which can all be understood 
rather easily, as we shall explain. For the more de­
tailed analysis, consult Refs. 7 and 10 and related ref­
erences. 

To begin with, !D is an infinite-dimensional manifold. 
It is not a linear space, as M does not have a linear 
structure, but !D is locally like Coo functions; hence it 
is plausible that !D has the structure of a manifold 
modeled on a Frechet space of Coo (vector) functions. 

What we would like to demonstrate is that the tangent 
space TT/<.D at a point T/ E !D is the set of smooth maps 
X1/ : M --7 TM which cover 1); that is, such that the 
following diagram commutes: 

M )M 
T/ 

where T M denotes the canonical projection of TM to 
M. To see that XT/ is of the form described, let 
Tft E !D be a curve in <.D, 1)0 = T/, so that (dT/tldt ) It=o rep­
resents a tangent vector in TT/!D. B But for fixed 
mE M, a(t) = Tft(m) is a curve in M with a(O) = T/(m) 
and with tangent vector 

dT/t I 
a'(O) = dt (m) t=o E TTj(m-/II· 

Thus dTlt/dt is a map from M to TM covering T/. 

We refer to XT/ as a vector field which covers 1), so 
that T!D is the manifold of vector fields covering 
diffeomorphisms. In particular, Te!D = X(M) = {the 
vector space of smooth vector fields on M} = {the 
Lie algebra of !D}. There is a natural projection 
T: T!D --7 !D defined by7'(XTj) = TMoXT/ = T/ E!D. For 
XT/ E TT/!D,XT/oT/-1 is an "ordinary" vector field on M. 
The assertion dTltldt = XT/ means that 1)t is the flow 
of the time-dependent vector field X t = XT/ ° 1)t-1 = 
dT/tl dto TIt-1. In other words, T/t give s the intJgral of the 
ordinary differential equations defined by X t , or 

Now we introduce a new manifold (t of maps of the 
form go 1) where g E ~ and T/ E <.D. This is isomor­
phic to!D x ~ by mapping (T/,g) I-? g01). This map may 
be viewed as realizing (t as !D x ~ by right transla­
tion or as (t in body coordinates. We can also realize 
(t in space coordinates using "left translation": 

where (T/-1 )*g represents a new metric obtained by 
"actively changing the coordinates" by the diffeo­
morphism 1). If we let Xm, Y mET ~, then 

In a coordinate system, x = (x 1, ..• ,xn), this opera­
tion (1)-1) *g reads as follows: Let x i be the ith co­
ordinate of x = T/(x)j we suppose for Simplicity that 
the coordinate chart is so large that T/ maps it to 
itself. Then the new g has coordinates in this system 
given by 

_ _ axk axl 
gi/X) = axi (x)· ax) (x)gkZ(x). 

Our conventions on the plaCing of the stars agrees 
with the convention in Ref. 12 but is the opposite of 
that in Ref. 8. For example, (T/o~)*g = ~*T/*g. 
Our procedure of realizing (t in these two ways as 
<.D x ~ is entirely analogous to what occurs in the 
rigid body and hydrodynamics, cf. Ref. 7. This is ex­
plained further in Sec. 5 below. 

We refer to (t as the manifOld of Riemannian metrics 
which cover diffeomorphisms. that is,gTj E (l covers 
the diffeomorphism T/ if the following diagram com­
mutes: 

/FWI 
M-7M 

T/ 

where Pos(M) is the bundle of positive-definite sym­
metric two-covariant tensors (not tensor fields) on M. 
In the above realizations of (l as <.D x ~, the space ~ 
plays the role of the" Lie algebra" of (t, so that right 
pullback to the "Lie algebra" is given by gT/ I-? gT/oT/-1, 
and left pullback is given by gTj I-? (T/-1) *(gno T/-1 )jgn0 1)-1 
is the representation of gTj in body coordinates, (Tf-1) * 
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(g1)°17-1 ) is the representation oj g1) in space coordi­
nate s, and the transition from body to space coordi­
nates is given by gr/ 17-1 H (17-1 ) *(g1) ° 17-1 ); that is, this 
map represents the transition from the "body repre­
sentation" to the" space representation." This can 
also be interpreted more mundanely as the transition 
from a stationary to a moving frame. 

To transfer the Lagrangian on ~ to !D X ~,we con­
sider the map 

(ef> is the standard left action of the group !D on ~). 

The tangent (or derivative) of ef> (not the tangent action) 
is easily computed. We shall prove that 

Tef>:T!DX T~~T'JfL~'JfLX S2('JfL), 

(Xl]' (g, h» H (17*g, 17*(h + L~Ol]-lg». 

Note that X ° 17-1 is an ordinary vector field so that 
L~oTJ~ is the usual Lie derivative. The proof that Tef> 
is as given follows from a lemma from geometry. 

Lemma 4.1: If Yt is a time-dependent vector field 
with flow 17t(17 0 == idM = identity), then for g E 'JfL 

:t (17tg) = 17t(Lytg)· 

This is the usual fundamental theorem connecting 
flows and Lie derivatives. s 

To prove the formula for Tef>, we may proceed as 
follows: Let 17t be the flow of the vector field XTJ 017-1 , 

17 0 == identity, so that as a curve in !D, 17t is tangent to 
X1)0 17-10 Tit, and 17tO 17 is tangent at t == 0 to XI]' Let gt be 
tangent at t = 0 to h and go == g. Then by definition 
of the tangentS 

Tef>(XTJ , (g, h» == ~ ef>(17t017,gt)1 t=o. 

Using the definition of ef> and Lemma 4.1, this be­
comes 

d ( 0)* _ d ( )* * I _ * I d * (I dt 17t TI gt t=O - dt TI 17t gt t=O - 17 I dt 17t gt \ t=o 

* \ * * dgt { I == 17 ) Tit LX1) 0TJ-1gt + Tit dT\ t=o' 

which proves our assertion. 

Note: If we had used the right action ~(TI,g) == 
17~ == (17-1 )*g, the formula for T~ would be (lhg, 
17* h + Lx 01)-1 (17 *g», which is not as convenient for 

1) 

later purposes. 

By composing L with Tef>, we can extend our Lagran­
gian L: T'JfL~ R to a degenerate Lagrangian L: 
T(!D x ~) ~ R given by L = Lo Tef>, that is, L(X1),g, h) 
== L(17*g, TI*(h + Lx ol]-lg» == L(g, h + Lx 01]-18"), where 

I] I] 

the last equality follows from the invariance of L by 
the pullback action of !D (see Sec. 6). 

We now explain why the Lagrangian L is quadratic in 
the velocities when viewed as a Lagrangian on !D x 'JfL, 
whereas it is not when viewed as a Lagrangian on 
T'JfL. We write out L as 

L(X1),g,h) = ~gg(h + LXl]ol]~,h + LX1)01)-1g)- 2 ~RJ.Lg. 
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To test whether L is quadratic, we must consider the 
transformation of the velocities v ~ AV, A E R. On 
!D X 'JIl, the velocities are both XTJ and h (rather than 
just h), so that we must consider the transformation 
(X1)' h) H (UTJ , Ah). It then follows immediately that 

L(UTJ,g, Ah) = "A 2L(X1),g, h) 

[whereas L(XTJ,g, Ah) ;e A2L(XTJ,g, h)]. Working on 'JfL 
alone, the fact that the shift is also a velocity (but not 
determined by evolution equations) is obscured; the 
nonquadratic nature of the Lagrangian on ~ is trying 
to tell us that the shift is a velocity variable or equi­
valently that !D should be considered as part of the 
configuration space. 

We also remark that L is now a degenerate Lagran­
gian on !D x 'JfL, as the metric term is now degenerate. 
Thus we have achieved a quadratic Lagrangian but 
only at the expense of giving up a nondegenerate one 
and also giving up well-defined equations of motion 
(see Sec. 2). Although it might appear that the price 
we have had to pay for the exchange is too great, this 
is not true. The degeneracy leads to an arbitrariness 
in the evolution equations which allows precisely for 
an arbitrary specification of a motion of M, that is a 
curve 17t E !D, or its generator, the shift vector field 
Xt· 

Using L and Proposition 2.4, the equations of motion 
may also be transferred to !D x ~. 

Theorem 4.1: Consider on !D x 'JIl the degenerate 
Lagrangian 

L(TI,X,g, h) = ~gg(h + Lx 0TJ"'ig, h + Lx 01)"'ig) 
I] 1) 

- 2 fMR(g)J.Lg. 

For any curve 17t with d17/dt = Xto 17t, a possible Lag­
rangian vector field for L is given by the equations 
[at a point (Ye' g, h) E T(!D x 'JIl)] 

ag 
at = k -Lxg, 

ak 
at == Sg(k) - 2Ric(g) + tJC(g, k) 

-Lxk . 

Note: The expression for L may be written (in­
trisically) directly on the manifold a. 
As a corollary, we get a simple method for solving 
the equations with a general shift X t if the solution 
for X == 0 is known. 

Corollary 4. 1: Let gt , k t be a solution of the Ein­
stein system with N = 1, X = O. Let X t be a given 
time-dependent vector field with flow 17t, 17 0 == id. 
Then the solution of the Einstein system with N = 1 
and shift X t and the same initial conditions (go, k 0) is 
given by 

To prove the corollary, we need a lemma. 

Lemma 4.2: Let Xt be a time-dependent vector 
field and let the flow of X t be Tit. Then - (1lt-1 )*Xt has 
flow 17t-1 , where (T/t-l)*Xt = T17"?oXt ° 17t is the "pullback" 



                                                                                                                                    

THE E IN S T E IN E QUAT ION S 0 F E V OL UTI 0 N 557 

of vector fields [('1]/)* is "push forward" of vector 
fields]. Let g E mt and k E S 2 (M), Then 

:t (rf1)*g = - Lx /'1,?)*g 

and 
d ( -1)*k - L (-1)*k dt '1]/ - - x/ 7}t . 

Proof: Let Xt be the generator of 'l]t and Yt the 
generator of 'TIt-I. By differentiating 7}tO 'l]t-1 = idM, we 
find 

d ( -1) _ d'l]t -1 + T d11i'
1 

- X + T Y -1 
dt 'TIt 0 'l]t - df ° 'l]t 1)t ° ([t - t 'TIt ° t ° TIt 

= Xt + ('I]t)*Yt = 0, 

where ('I]t)*Yt = T'I]toYt°TJt1. Thus Yt = - (TJi'1)*Xt is 
the generator of the flow 1)t-1 • From Lemma 4.1, for 
g E mt, or k E S2(M), 

:t (1)i"1)*g = (W1)*Lytg = L(1lt)*y/'1i"1)*g = -Lx /'I]i"1)*g, 

where the second equality follows from the fact that 
Ly g is a tensor and hence commutes with push for­
w:lrd in each of its arguments; in coordinates this is 
just covariance with respect to coordinate transfor­
mations. 

Note: We have given these details because care 
is required when working with time-dependent vector 
fields X t • Indeed X t is not invariant under its own 
flow •• 

Proof of Corollary 4.1: By the lemma we get 

agt _ ( -1)* agt - _ - -
at - Tit at - LXtgt - kt - LXtgt , 

since agt/at = kt when Xt = O. 

Similarly, 

akt _ * akt _ 
at = ('I]t 1) at - Lxtkt 

= (1)t-1)*(Sgt(kt» - 2 (Tlt-1)* {Ric (g{» - LxlZt 

= Sg- (kt ) - 2Ric(gt) - Lx kt, t . t 

where the last equality again follows from the fact 
that S(· , .) and RiC( .) are tensor operators and hence 
commute with push forward (again, in coordinates, 
this is just covariance with respect to coordinate 
transformations), and we have used the equations for 
ak/at when Xt = O •• 

Corollary 4.1 shows that even though the evolution 
equations with a shift involve extra nonlinear, second 
order terms [since Lxk = Lx(h + Lxg) is quadratic 
in the velocities], the more general system can be 
solved merely by solving an ordinary differential 
equation; that is, by finding the flow of X t • 

The above geometry also makes it transparent how 
the space-time in the presence of a shift is to be 
constructed. Namely we have a diffeomorphism 

\l1:RXM-,>RxM, \l1(t,m) = (t,Tlt(m», 

which rotates the space M. It transforms, by Corol­
lary 4.1, the old solution to the new solution. Thus 

it transforms the old space-time to the new one. It 
is easy to check that the new space-time metric is 
the one stated at the beginning of this section. Thus 
the space-time with a shift is isometric to the space­
time without a shift. 

We now explain why we have changed the sign of the 
shift (see also the next section). If the first evolution 
equation, for example, were ag/at = kt + Lx gt, then 
we would consider gt = TI*gt and kt = Tltkt astthe solu­
tion with shift Xt if (gt, kt> is the solution with shift 
zero. But then 

ait * agt * "I: ( * ) at = 'l]t df + '1]/ LXtgt = f(t + L(1l'? )*xt Tit gt 

= Rt + L(7(r hxlt , 

so that now the equations depend on 1)t explicitly, 
which is not natural. 

5. THE EINSTEIN SYSTEM IN SPACE AND BODY 
COORDINATES 

Interestingly enough, it is possible to interpret the 
Einstein system (E) in terms analogous to the con­
cepts of space and body coordinates used to describe 
the motion of a rigid body or of a fluid in hydrodyna­
mics. The basis for this interpretation is the two 
identifications of a, the manifold of Riemannian met­
rics which cover diffeomorphisms, with !D x mt; the 
right identification g1/ H ('I],g1)0 '1]-1) E !D x mt leading 
to what we loosely call "body coordinates," and the 
left identification gl1 H ('1], ('1]-1) * (g1l o 7}-1» E !D x mt 
leading to "space coordinates." Here mt plays the 
role of the" Lie algebra" of a and is therefore analo­
gous to the velocity phase space TeSO(3) ::::< R3 for the 
rigid body or Tid !Dp = Xo(M) (the space of all diver­
gence free vecto¥ fIelds) for hydrodynamics (see Ref. 
7). 

If we transpose the Lie derivative terms in (E) to the 
left-hand Side, we see that the operator (a/at) + Lx 
enters in the evolution equations for both gl and kt • t 
The derivatives (ag/at) + Lx gt and (ak/at) + Lx kt 
are entirely analogous to thetmaterial or Euleriin 
derivative (ax/at) + "x Xt which appears in hydro­
dynamics or the time d~rivative (d(l·w)/dt) + w x (l'w) 
of the angular momentum L == I· w of a rigid body as 
observed in space coordinates. 

The Eulerian derivative is the total time derivative 
of the fluid velocity as the fluid moves around in 
space. Although it is the time derivative of the velo­
city with respect to an observer who is moving with 
the fluid, it is expressed in terms of quantities refer­
ring to points fixed in space; that is, it is the total 
time derivative of the fluid as seen by an observer 
fixed in space. We say that an observer moving with 
the fluid is in body coordinates, or is "on" the fluid, 
and an observer fixed in space is in space coordi­
nates, or is "off" the fluid. 

We now wish to investigate further this analogy of 
general relativity with hydrodynamics in which the 
derivatives (agtlat) + Lx gt and (aktlat ) + Lx kt can 
be interpreted as the tot~l derivative of a tifue-depen­
dent metric field gt (or of kt> as seen by an observer 
in space coordinates. We let the manifold M be the 
body. We consider a curve 7}t E !D(M), TJ o = idM , as 
describing a rotation of the body M. Thus we consi-
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der the points of the manifold M to be moving accord­
ing to the rule that a point which at time t = 0 is at 
rn E: M is at 1}t(m) after time t. We then make the 
convention that an observer is in body coordinates if 
he is on the manifold, and is in space coordinates if 
he is off the manifold. An observer in body coordi­
nates, as he moves with the manifold, detects no 
motion of the manifold. 

Now letgt be a time-dependent metric field on M. We 
assume that this field is rigidly attached to the body 
M as it moves according to the curve 1}t, so that we 
set gt = gbod (time-dependence implied). An observer 
in body coo!dinates (who detects no motion of M) then 
finds (ogbody/ot) = kbody as the "velocity" of the met­
ric. 

An observer in space coordinates (who is off the 
manifold) sees the metric field gbo_~ as it is dragged 
past him by the moving manifold. He sees the (time­
dependent) metric field gspace= (11t-1 )*gbody and com­
putes as the "velocity" of gspace; 

(5.1) 

where kSf!ace = (1}t-1 )*%Ody = (1}t-1 )*(ogbody/ot) and X 
is the ShIft vector field which generates the motion 
'TIt of M. Similarly he computes 

o kspace (). ( ) 
-o-t- = Sgspace kspace - 2RIC gspace - Lxkspace· 

(5.2) 

But (5.1) and (5.2) are just the evolution equations of 
(E) with lapse N = 1. 

6. CONSERVATION OF THE DIVERGENCE CONDI-
TION 

In Proposition 3.4 we saw that the divergence condi­
tion is maintained by the Einstein equations. Now we 
want to give a more natural geometric proof of this 
fact using general symmetry methods. 

The idea is extremely simple and goes as follows. 
Group :.D acts on ~ by g H (1}-1 )*g as we have seen 
before. We assert that this action is a symmetry for 
our Lagrangian L (g, h) = ~gg(h, h) - V(g) and that the 
corresponding conserved quantities, computed accord­
ing to Proposition 2.3 give us the desired conserva­
tion law. 

Of course by Corollary 4.1 it is enough to show this 
for X = 0; we get the corresponding result with a 
shift immediately (and for a lapse too using the re­
sults below). 

Let us denote for fixed 1} E: :.D, the map g H (1}-1 )*g by 
8 . First we assert that 811 is an isometry for the 
rieWitt metric. This is almost obvious since Sg is 
defined intrinsically and everything transforms pro­
perly (see Refs. 5 or 10 for an analogous result). 
Secondly,8

11 
leaves invariant the potential. Indeed, 

since R is a tensor, 

t R«1)-1) *g)/-I (11-1)* g = t [R (g) 01)-1 ](1)-1) */-Ig 

= tR(g)IJ-g 

by the change of variables formula [(1}-1) *IJ-g is just 
the Jacobian of 1}-1 times /-Ig]. 
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We can therefore compute the conserved quantities 
using Proposition 2.3. Let ~t be a one-parameter 
group of diffeomorphisms generated by a vector field 
Z on M. Then 8~ is a one-parameter group of 
motions of ~ lehing L fixed and 8't is generated by 
gH - Lzg, a Killing vector field on~. The corres­
ponding conserved quantity is therefore the real­
valued function on T~ given by 

(g,k)H Sg(k, -Lzg). 

Lemma 6.1: 1 (Lzg . k)/lg = 2 I (Z . ok)flg• 
M 'M 

Proof: As was stated in the introduction, and as is 
easy to check, we have the formula 

From this we see that 6(k'Z) = (6k)'Z - k·vZ = 
(ok)'Z - ~k·Lzg. 

By Stokes theorem we have that 1 o(k' Z)IJ-,g = 0, and 
so the lemma follows. Recall that Ok = - kJIj" • 

Now Sg(k, Lzg) = 1 (Lzg'1T')flg, where 1T' = [(Trk)g­
kJ-1 is the tensor p~rt of 1T = 1T' 119 IJ-g• From 
Lemma 6. 1 we get the fact that 

J
M 

(Z' 01T')llg is conserved. 

Since Z is arbitrary, (01T ')~ 119 flg = (61T)~ is conser­
ved, where, as above, the symbol ( )b indicates that the 
index is lowered by the time-dependent metric lhj' 
that is (o1T,)b = - (1T')PI '. Thus if o[(Trk)g - kJ = 0 
at t = 0 then this condition is maintained in time, 
thereby proving our conservation law. 

Note that 01T' must be taken with its index down, that 
is, regarded as a one form, in order that its contra­
tion with Z does not involve the metric. Note that we 
have shown (01T)b is conserved even if (o1T)b is not 
zero at t = 0, although this is not true for Ii «Trk)g 
- k) because of the ILg term (see also Ref. 19). This 
is for the full set of Hamiltonian equations as in 
PropOSition 3.3. For the truncated system it is 
necessary to require that 01T and JC both be zero at 
t = 0 as we saw in PropOSition 3.4. 

Geometrically, o«Trk)g - k) = 0 on ~ means that 
k is perpendicular to the orbit of :.D through g (per­
pendicular in the DeWitt metric). This is exactly a 
restatement of the condition Sg (k, L zg) = 0 for all Z. 

Thus the conservation of o«Trk)g - k) means that if 
(g, k) starts off perpendicular to the orbit through g, 
it must evolve in such a manner that it remains per­
pendicular to the orbit. If a shift is present, we mea­
sure perpendicularity by the DeWitt metric on ~ x 'JIl.. 
In the metric 9 (".), this means that gt, rather than 
proceeding perpendicular to the orbits, also "slides 
along" the orbits; this sliding is determined by the 
flow of the shift vector field. 

We also remark that 

Lx1T = L}.1T' 119 Ilg) = Lx1T' 119 /lg + 1T' 119 Lxllg 

= Lx1T' 119 flg + (divX)1T' 0 flg' 

where LXllg = (divX)ILg , divX = - oX = Xiii' Thus 
the Lie derivative of a tensor density has the extra 
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divergence term (divX)1T' in it. Comparing this with 
the evolution equations in Arnowitt, Deser, and 
Misner 2 reveals the last three terms in the equation 
for a1T/at as Lx1T. 

In summary, we have proven: 

Theorem 6.1: Let L be a Lagrangian system 
L(g, k) = ~gg(k, k)- V(g) on TIll with Lagrangian 
vector field Z. Suppose V is invariant under the 
action of ~ on 'JIT. Then if (g, k) is an integral curve 
of Z, a/at {6{(Trk)g - k]{lg} = O. 

Thus if o[ (Trk)g - k) = 0 holds at t = 0, it holds for 
all time. 

In other words, the divergence condition results pre­
cisely from the spatial coordinate invariance of our 
Lagrangian. One can Similarly work out laws for 
other coordinate invariant theories which are built 
on tensor or vector bundles other than S2(M"). 

7. THE EINSTEIN EQUATIONS WITH A LAPSE 

We have just seen that the shift vector field X has a 
simple geometric interpretation and the solutions to 
the modified Einstein equations are related to those 
with zero shift in a very simple and geometrically 
transparent way. The lapse function is more interest­
ing and a bit more intricate. In dealing with the lapse 
we may assume the shift is zero. 

If one has a Lagrangian function on TB, there is a 
standard way (see Ref. 9, p. 133) of aSSOCiating a 
homogeneous Lagrangian on T(R x B). Namely set 

L: TR x T B R: R x R x T B --> R, 
I(t, A, v) = AL(v/A), A '" O. 

Here A EO TtR is now a velocity, and so I is homogene­
ous of first order in the velocities. r is defined just 
on the subset where A '" O. This r is degenerate and 
its base integral curves are obtained from those of 
L by suspending them in R x B with an arbitrary 
change of parametrization (reflecting the degeneracy). 
Physically, the time has changed roles from being 
the evolution parameter of the system to a coordin­
ate in the extended configuration space; one is then 
free to choose an arbitrary evolution parameter for 
the system. 

With this classical example in mind, we thus extend 
our Lagrangian_L on T'Jll, L(g, h) = Hig(h, h) -
2 JM R(g){lg to L: T('1' x 'JIT) ---> R by setting for 

(~, N) EO '1' x r, N> 0, 

L(~, N, g, h) = JMN£~, ~) I1g 

= ~.t N ((Tr ~ r -~ 'N) 118 - 2~NR(g)l1g. 
Recall '1' is the space of smooth functions ~ : M ---> R, 
T = COO(M;R). Since T is a linear space, T'1' = T x '1' 
and we denote elements in the tangent space by 
(~, N) EO r x 'I. Note that the constant functions form 
a subgroup of '1' naturally isomorphic to R; restricting 
to these functions we recover the classical extension 
of L. For the relativistic case, the introduction of 'I 
instead of R is quite natural as it allows for observers 
at different points of M to have different clock rates. 

For the classical extension of L to T(R x B), there 
is no problem about the existence of its Lagrangian 
vector field. One can easily check that the most 
general such second order vector field is given by 

Z(t, A, v) = aCt, A) E& AZ(V), 

where a is any second order equation on TR (cf. 
Ref. 8, p. 136) and Z is the Lagrangian vector field for 
Lon TB. 

Now we come to a somewhat surprising result. This 
is that, when we extend L to T('1' x mt) as above, the 
Lagrangian vector field need not exist at every point 
of T('1' x mt). In fact, in the next theorem we shall 
see that we are forced to restrict to the set on which 
JC is identically constant. The result is quite general 
for any Lagrangian system, although we deal explicit­
ly with the case at hand. This provides the explana­
tion of why JC must be identically constant (generally 
taken zero) rather than just the total integrated 
energy being conserved; cf. Misner. 4,2 

Sachs15 has pointed out that in some dust models, JC 
can be a nonzero constant. Observe that JC is the 
total Hamiltonian governing the evolution of all quanti­
ties in the theory. For instance in the presence of an 
electromagnetic field, JC = - Goo + ToO is the energy 
governing the evolution of both the gravitational and 
electromagnetic fields. For a physical solution JC = 0; 
the hypothesis (ii) in the theorem below means 
physically that our system is relativistic in the sense 
that one cannot physically distinguish between the vari-
0us spacelike hypersurfaces. If there are given a 
priori sources or other "painted on" external fields 
present, such as the velocity field of a fluid or an 
electromagnetic field, one can physically distinguish 
the various hypersurfaces and the hypothesis (ii) will 
not hold. 

Theorem 7. 1: (i) If a Lagrangian vector field Z 
for L [defined on T('1' x~) above] exists, then it must 
be a second-order equation provided that it is second 
order in either ~ or g. (ii) In order that Z should 
exist as a second-order equation at (~, N, g, h) and 
that N be arbitrarily specifiable, that is, that the 
"degenerate direction" is all of '1', it is necessary 
that for any curve (W), N(t), get), h(t» tangent to Z, 
we have (a/at){JC(g, h/N){l8} = 0, where JC(g, h/N) 
= M(Tr(h/N»2 - (h/N)' (hiN)] + 2R(g). 

Proof: (i) In general the relation between Z and 
L is the Lagrangian condition 

on TB (see Sec. 2), If we let Z = (Zl' Z2) locally on 
T B, this condition reads as follows: For all e l' e 2 we 
have 

DID2L(u, e)'e1'e - D1L(u, e)'e 1 + D 2D 2 L(u, e)'e 2 'e 

= DzD2 L (u, e) 'e 1 ' Z1 - D 1D 2L(u, e)' Zl 'e 1 

+ D 2D 2L(u, e)' Zl'e2 - D 2D 2L(u, e)' Z2'e1' 

These split up into two conditions: 

D 2D 2L(u,e)'Zl' e2 =D2D2L(u,e)'e 2'e (7.1) 
and 
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D 1D2L(u, e)' e l'e - D1 L(u, e)' e 1 
= D1D2L(u, e)'e l' Zl - D1D2L(u, e)' Zl' e1 

- D2D2L(u, e)' Z2'e1 (7.2) 

In general, we cannot conclude from (7.1) that 
Z 1 (u, e) = e because L is degenerate. 

Now let us turn to the case at hand. Let us incorpo­
rate Mg into £ so we can briefly just write 

L(~,g,N,h) = fN£(g,h/N). 

We also suppress the fact that £ depends explicitly 
on DK,D2g, which is irrelevant for the present dis­
cussion. 

Using obvious notation, the derivatives of L are easily 
worked out to be the following: 

D1L(~,g,N,h)' ([,ff) 

= derivative of L with respect to (~,g) in direc­
tion ([,if) 

= f Ndg J2(g, hlN) ·ff; 

D 2L(~,g, N, h)' (N, ii) 

= derivative with reseecJ to the velocity variables 
(N, h) in direction (N, h) 

= fN£(g,~) - JNah£(g,~} ~ + f dh£~,~)-ii; 
D1D2L(~,g,N, h)' ([,g)' (N, ii) 

= fNaii£(g,~ ).g - fNa8ah£(g,~)·g·~ 

+ fdgahJ2~,~)·g·ii; 
- - ::= = 

D 2fJ2L(~ ,g, N, h)' (N, h)' (N, h) 

Note that in the computation of the second derivative 
of L with respect to the velocity variables, two pairs 
of terms canceled out. Now let us use this expres­
sion to write out condition (7.1). Let us write 
Z 1 (~,g, N, h) = (~,g) for convenience. Condition (7.1) 
splits into two conditions, taking respectively 
e2 = (N,O) and e 2 = (0, ti). We get 

(7. l'a) 

(7.1'b) 

Each of th~se conditions is ~quivalent to the single 
condition ~h = Ng. Thus if ~ = N, then h = g and 
vice versa. Hence (i) follows. 

To establish (ii), we write out condition (7.2) which 
now becomes 
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Again we have a split into t.wo separate cond!tions 
taking, respec~iv~ly, e1 = (N,O) and e1 = (O,h). By 
letting Z2 = (N, h) we get 

0= f NdgJ2(g,~ )'h - f Nagak£(g'~)'h'; 

f - . (h) h h f - (h) Ii h + NNalJ:.,g'N 'N'N2 - Na?£,g'N 'N'N 

and (7.2'a) 

f Nag£(g,~)ii 

= faih£(g'~)'h'h-- Jml£(g,~)-ii':2 

+ fa~£(g,~)-h·(4)· (7.2'b) 

Condition (7. 2b) is just the condition for Lagrange's 
equation for hlN = k which we work out in Theorem 
8.1 below. 

For now we want to focus our attention on the non­
trivial condition (7. 2a). Since we are supposed to 
have complete degeneracy in '.t, N is arbitrary, so 
(7. 2a) is equivalent to 

o = dg£(g,~)-h - agah£(g'~)'h'~ 
'. (h) h h 2£( h) Ii h + Nol£ g'N 'N'liZ - °h g'N ·F.(N 

Setting k = hlN, this becomes 

o = ag£(g,~}h - aih£(g'~)'h'~- atJ2(g,~}k'~ 
(7.2'c) 

Let us take a curve (W),g(t), N(t), h(t» tangent to Z 
which we suppose exists. Then (7. 2c) just says that 

0= ;t[Ok£(g,k)'k - £(g,k)] 

or 

This proves the theorem .• 

We shall continue this investigation by shOwing how 
to construct Z in the next section. 

8. CONSTRUCTION OF THE EQUATIONS FOR A 
GENERAL LAPSE 

In view of the results of Sec. 7 and the discussion of 
Sec. 1, we introduce the following "constraint" subset 
of T(T x 'JTL): 

e C T('.t x 'JTL), 

e = ~(~,N,g,h): N> 0 and 0 [(Tr~)g - ~J = 0 

and JC(g,~)= o~. 
Since ultimately N will be specified in advance, it is 
useful to think of e as a subset of T'JTL. Unfortunately, 
at pOints g of e which admit a nontrivial isometry 
group, e does not seem to be a manifold. This is 
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analogous to the nonmanifold structure of super- I = J N£~';)/Jg 
space 5; see also Sec. 11. However, we shall not re­
quire smoothness of e in what follows: 

Theorem 8.1: Let I on T('1' x ml) be defined as 
in Sec. 7. Then at points of e, I has a Lagrangian 
vector field Z. The most general such second order 
vector field is as follows: Specify an arbitrary curve 
W) E '1' and set Nt = dW)/dt, assuming Nt > O. By 
writing 

Z(~,N,g,h) = (N,N,g,h), k =~, 

Moreover, an integral curve of these equations which 
begins in e remains in e. 

Proof: With Z defined as in the statement of the 
theorem, we must verify the Lagrangian condition for 
I. Referring to the proof of condition 7.1, this 
amounts to showing that (7. 2b) holds and that 
(o/a t)[ JC (g, k )j.lg] = 0 for any integral curve of Z 
starting in e. 
From (7. 2b) it is clear that k must be the spray of 
the DeWitt metric minus the gradient of the potential 
V(g) = 2 J NR(g)j.lg. The equations then follow from 
l'roposition 3.2. 

To complete the verification of the Lagrange condi­
tion we must show that (a/ot)[JC(g,k)j.lg] = O. To do 
this we first observe that the condition o[ (Trk)g - k] 
= 0 is maintained in time; this can be proved exactly 
as in Sec. 6 by invariance of the Lagrangian under 
the action of :.I). :.I) must now be considered to act on 
'1' in the natural way, :.I) x '1' ~ '1'; T} x ~ ~ I; 0 T}. We 
then prove, under the hypothesis o[ (Trk)g - k] = 0, 
that {o/at)(JC/Jd = 0 by a direct verification, analogous 
to the proof or Pr~position 3. 4, using the stated equa­
tions defined for Z •• 

Note: In general, Z will not exist at pOints other 
than those in e. 
The Hessian term is a nonlinear coupling between N 
and g. However, we again assert that the solution 
for a general N may be obtained from a solution for 
N = 1 by integrating a system of ordinary differential 
equations. This is explained in Sec. 10. 

There is another interesting way to see that one has 
(ojot}(JCj.l) = 0 for any theory invariant under the 
full relativistic time translation group '1'. This is an 
alternative approach to that used in 7. 1 although it 
is not detailed enough to allow for the construction 
of the equations of motion. It does, however, provide 
a group theoretical argument for the relationship 
between (o/at)(JCg ) = 0 and time translation invari­
ance (in the relathfi.stic sense). 

Proposition 8.1: Let.c be any Lagrangian density 
on ml (or any function-space for that matter) with 
extension to £ on T('1' x ml) as defined in Sec. 7. 
Suppose 

has a Lagrangian vector field Zon some subspace 
e c T('1' x ml). Let e be invariant under relativistic 
time translations (see below), and let integral curves 
of Z map e to e. Then along such integral curves, 
(o/at)(JCj.l) == o. 

Proof: '1' is a vector space and as an additive 
groull, acts on '1' x ml and e in a natural way. For 
~a E '1' we get a map of '1' x ml~ '1' x ml by (~,g) H 

(; + ;o,g). There is a corresponding one parameter 
group 4>t(;,g) = (; + t;a,g). This is generated by the 
vector field (~,g) ~ (~a' 0). 

Now the tangent action of 4>t leaves L invariant, since 
T4>t(~,N,g,h) = (~ + t~a,N,g,h) and I depends only 
on N, not on ~. Thus we may apply Proposition 2. 3. 
By a straightforward computation, we find that the 
fiber derivative is given as follows: 

FI(~,N,g, h): TU•g)('1' x ml) ~ R, 

(Ft,h)~ ~ NJC (g,~) Ilg + ~ [ah.c(g,~ ).hJgg. 

Thus with (Ft, h) = (~o, 0) we conclude from proposi­
tion 2. 3 that 

is a constant of the motion. Since ~o is arbitrary, the 
result follows. • 

Observe that JC is not the energy density for I but 
rather is that for L. Since I is homogeneous, its 
associated energy function is identically zero; since 
WE is degenerate, this does not imply trivial equations 
of motion. Finally note that the requirement (01T)b = 0 
is buried in Proposition 8. 1 through the assumptions 
that Z exists and integral curves stay in e. Thus 
Proposition 8.1 is just illustrative, with the main 
results in Theorems 7. 1 and 8. 1. 

We prefer the proofs we have given for the main­
tenance of the supplementary conditions since they 
are natural consequences of the Hamiltonian structure 
of the evolution equations and their dynamical sym­
metries. Moreover, in this approach we need not 
rely on identities in the corresponding four geometry. 

9. RELATIONSHIP WITH THE FOUR GEOMETRY 

In this section we establish the equivalence between 
the Einstein system (E), with a given lapse Nt and 
shift Xt, for the evolving three geometry gij and the 
Ricci flatness of the Lorentz metric gL constructed 
on 1 x M [1 = ( - E, E)]; the metric gL is obtained by 
decreeing that (l/N,X/N) be a unit timelike vector 
field on 1 x M orthogonal to the {t} x M hypersur­
faces. To satisfy this condition, we construct gL from 
gt, Xt, and Nt as follows: 

gL(t,m)' «r,vm), (s,wm» 
= gt(m)' (vm rXt(m), wm - sXt(m» - rsN? (M). 

In coordinates, this formula reads 
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where x a = (t, x i) and Xi = gi)(i. We are assuming 
that X t has length less than Nt which means that our 
observer has velocity less than that of light, relative 
to a Gaussian reference system. 

Theorem 9.1: Let Xt and Nt be a given lapse and 
shift. Then a curve gt E ~ satisfies the system (E) 
with lapse and shift Nt and X t if and only if the Lorentz 
metric gL constructed above is Ricci flat; Le.,Ra13 = o. 
Obviously this theorem is basic to the whole program 
and is in Ref. 1 for N = 1 and X == O. Here we are 
interested in the situation for arbitrary N. One 
interesting feature is to see how the Hessian term of 
N in the equations of evolution arises. We have seen 
in Secs. 3 and 8 how it arose in the Lagrangian 
formulation. 

The proof of Theorem 9.1 is based on a decomposi­
tion of the Riemann-Christoffel curvature tensor in 
terms of quantities associated with an embedded 
hypersurface. Four of the equations are the Gauss­
Codazzi equations which relate the curvature tensor 
of I x M to the curvature tensor and second funda­
mental form S of the embedded hypersurface M. 
The other six equations involve more than the geo­
metry of M and S; they depend also on a family of 
embeddings. A convenient reference for this result 
is Yan021 Chap. 5; see also, Abraham, 22 Sec. 9. For 
the purposes of this paper we shall translate the 
formulas into coordinate notation. In dOing this we 
choose a coordinate system in which the t-axis is 
normal to the hypersurface M; in other words, we 
assume that the unit timelike normal is of the form 
Z == (ZO, 0) so thatgok == O. 

Thusg 13 is of the form -N2dt2 + gijdxidxi and 
Z = (liN, 0). The case of an arbitrary shiftXt may 
be dealt with by the methods explained in Secs. 4 and 
5. 

Lemma 9. 1: Let Mt be a family of three manifolds 
embedded as spacelike hypersurfaces in a Lorentz 
manifold V. Let 4R nBro be the curvature tensor on V 
and 3Rijkl that on M. Let Sij be the second funda­
mental form (" extrinsic curvature") of M and Z the 
unit normal to M. Then in a coordinate system in 
which Z = (liN, 0), we have the follOwing decomposi­
tion of 4 RaByo : 

(i) ~ 1 as" 1 ~ 4R, ,=N2 -~-(S xS),,--N1'1' 
OaO) N 2t 'J N 'J 

(ii) 4Riikl = 3Rijkl + Sil~k - SikSil' and 

(iii) 4RiikO == Ski Ii - Ski Ii' 

where all covariant derivatives are taken in the 
metric on M. 

Proof: The decomposition (ii) is the Gauss equa­
tion (Yano,21 p. 94) 

4R(X,Y,U,W) = 3R(X,Y,U,W) + [S(X,W)S(Y,U) 

- S(Y, W)S(X, U)] 

written in coordinates. There is a change of sign 
over what is in Yano becauseg(Z, Z) = - 1 rather 
than + 1. The decomposition (ii) holds generally for any 
hypersurface and is a direct consequence of the rela-
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tionship between the induced connection 3V and the 
second fundamental form S, 

(9.1) 

and the definition of the Riemann-Christoffel curva­
ture tensor. Similarly (iii) is the Codazzi equation 
(Yano,21 p. 95) 

R(X. Y. u. Z) = vyS(X, U)- vxS(Y, U). 

The decomposition (i) involves the .geometry of M, S, 
and the family of embeddings (otherwise a Si/a t has 
no meaning). The decomposition (i) may be deduced 
(by a long computation) from Abraham 22 Sec. 9, but 
we can also give a direct proof as follows. Now we 
can write 

gaBdxadx13 = - N2dt2 + giixidxi 

and compute directly from rjl":, = tg).a(gjlA.V + gVA.jl 
- gIlV.A) that 

rgo == N.o/N, 

° / 2 r ij = gij.O 2N , 

rdo = NgjiN " 
.J 

Contracting (9.1) with Z gives 

Thus in coordinates, 

since Za == (- N, 0). 

Now by definition 

R(Z, X, Z, Y) = (vzvxZ, Y) - (vxvzZ, Y) - (v[x.Z]Z, Y), 

so that 

1 
- R OiOj = R(Z, X, Z, Y), 
N2 

where Z == «l/N)(a/at), 0), X = (0, a/axil, 
Y = (0, a/axil. Now one easily computes the following: 

(vxZ)O = sl, 
( ) 0 1 ° 1 vxZ = --N i + riON-= 0, 

N2 . 

(v wt == Wk /N + 5kWj + jkN .w0
• Z ,0 J g ,J 

SO we get 

(vzvxZ, Y) = ~1(VZVXZ)1 
I / I k = ffj Z5i ,0 N + 5;,si~1 

1 a = N at (5i ) - (5 x 5)ij' (9.2) 

Similarly, 

(~vzZ, Y) = (N .IN) Ii = N1'1,./N - NJ.N /N2 .J J • • 
(9.3) 

and finally since [X, Z]k = 0, [X, Z]O = N,/N2, we get 

(V':[X Z]Z, Y) == N iN ./N2. , . ,} 
(9.4) 

Thus adding up (9.2), (9.3) and (9.4) yields (i) •• 
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In terms of kij = (l/N)(agi/at) = 2Sij , we have 

4 _ 2(~ akij _ !.(k x k). _ NIll!) 

1 

ROiOj - N 2N at 4 'j N ' 

4R ijk1 = :R;jkl+ t(kilkjk - kikkj ), 

4RijkO = Z(k"ilj - k"j Ii)' 

Proof of Theorem 9. 1: We prove Theorem 9.1 for 
the case of X

t 
= O. The general case is handled using the 

methods of Secs.4 and 5. So suppose that gCd3 dx "dxB 

= - N 2 dt2 + g .. dxidxj is Ricci flat. Using Yano's 
conventions, th~ Ricci tensor is 

4RcxB = 4gy6 4RycxB6 = - 4gYo Bra6B' 

We have 

o = 4R = - 4g aB 4R .. :::; ~ 4R. - gkl 4R .. 
ij a,B) N2 O'Oj k,l) 

= (2
1
N aa~ - tk x k - ~(HessN» + {Ric(g) 

- t[k x k - (Trk)k ]}, 

where we have used decomposition (ii) as well as (i). 
This gives the required equation for ok/at. 

Similarly using decomposition (iii) we have 0 = 4Roi 

= - 4g aB 4RaiBO = - 3g kl4RkilO = Hki \j - kj Ii) 
= - ~o(k - (Trk)g), which gives the divergence 
condition. 

Finally using decomposition (i) again, we have 

0= 4ROO == - 4g cxB 4RcxOBO = - 3g kl 4RokOI 

( 
1 ak k1 (HeSsN)kl) 

= - 3g klN2 'l.N --ar- - Hk x k)kl - N . 

If we now substitute the equation for ok/at in this 
expression, it simplifies down to ~N2 Je(g, k) 
= 2N2[X + 2R(g)) so we get the energy condition. 

The converse of the theorem is proved by retracing 
the steps •• 

10. THE INTRINSIC SHIFT VECTOR FIELD 

In this section we study the relationship between 
solutions of the Einstein system (E) with the same 
Cauchy data but with different prescribed lapse func­
tions. We suppose that we have a solution (gt' kt), 
I t I < E of (E) for a given lapse Nt and shift vecto.!' 
field X t = 0, and ~e wish to End the solution (gt ,}t) 
to (E) with lapse N:::; 1 and X = 0 such that (go, kQ) 
= (go, ko). The converse problem of findin[ (gt' kt, for 
an arbitrary lapse N given the solution (gt, kt) for 
N = 1 proceeds similarly (see Theorem 10.3 below). 

The above problem is well known to be equivalent to 
finding the Gaussian normal coordinates for the 
Lorentz metric gaBdxcxdxB = - N 2dt2 + gijdxidxJ. 
What we wish to do is geometrize this situation a bit. 

Lemma 10.1: Let Nt be an arbitrary lapse func­
tion, let gt E~, I t I < E, be a one-parameter curve of 
metriCS, and let gL(t, m)' [(r, vm)(s, wm)] = - N't(m)rs 
+ gt(m)' (Vm , wm ) be the associated Lorentz metric on 
I x M, 1= (- E, E). Then there exists a unique curve 
Tt E '1', I t I < E' :s E with TO = 0 such that 

(10. 1) 

where (grad T)j = gij(dT/ dXi) is computed with respect 
to the time-d~pendent metric gt. The function 
T. I x M --? R, 1(t, m) H Tt(m) is the proper time from 
(t, rn) to {O} x M measured backwards along a unit 
timelike geodesic normal to {O} x M. 

Proof: Equation (10.1) is just the eikonal equation 

_ J... (a T)2 + II gradTI/2 = -1 = gaB ~ ~, 
Nr at ax a axs 

(10.2) 

which is a single first order nonlinear partial differ­
ential equation. By the Cauchy method of character­
istics, this single equation can be reduced to a system 
of eight ordinary differential equations in Hamiltonian 
form, namely the geodesic equations of gfiV: 

( dxu _ v _ aH 
, (f[ - gfi P/J - ap/ 

? 
dPfl _ !. agaB _ aH 
-- -2--PaPf) ---, 
dT axfi axfi 

where the Hamiltonian H= ~gfi"PiJPv' 

(10.3) 

From the initial condition 1(0, m) = 0 and Eq. (10. 2) 
itseil, we conclude that (dT/dt)(O, m) = No(m). System 
(10.3) can be integrated for short time 0 < E' :s E 

subject to the initial conditions xfi(O,m) = (O,m) and 
p (O,m) = (No(rn), 0) to give (XJ.l(T,rn),Pfi(T,m». Since 
the hypersurface {o} x M is noncharacteristic, 
xfi(T,m) can be inverted for It I < E" ~ E':::: E to give 
a function 1(Xfi) which satisfies T(O,m) = 0, Eq. (10. 2), 
and a T/aX fi = Pfl' That the geodesics are unit time­
like geodesics follows from conservation of 2H 
= gaBPcxp = -1 and since dXfi/dt(O, m) = gfiVP/J(O, m) 
= fIJV(N o&n), 0) = (- (l/N o(m), 0), they are normal to 
{O XM .• 

The factor ..f1 + II gradTI/ 2 in the expression for dT/dt 
takes into account the fact that, in general, the lapse 
depends on space coordinates and therefore "pushes" 
up the hypersurface {O} x M unevenly along T= constant 
hyper surfaces in I X M. 

There is another way of looking at the lapse function 
which has been given by Wheeler1 : Namely it is 
trivial to check that 

~t(rn) = lot NA.(rn)dA 

is the proper time from {O} x M to {t} x M measured 
along the curve A f-7 (A, rn) for m fixed. This differs 
from Tt(m) in that T/rn) is the proper time for an 
observer following a geodesic; that is, one in free fall. 
The curve A f-7 (i\, m) is not a geodesic because of the 
spatial dependence of N. 

For the rest of this section, we will refer to "It as 
computed from Lemma 10.1 as the proper time 
function assocJated with Nt and gt' Note that Tt is just 
the time part t(t, x') of the coordinate transformation 
Xa(Xfi) which transforms gaf)dx"dx B = - N 2dt 2 

+ gj .dx'dxi to Gaussian coordinates, as can be seen 
fro~ the eikonal equation for gaB' 

- 2 --
_ 1 - - -1:.. ~ + gkl ~ ~ 

- N2 at axk axi • 

The question naturally arises if we can construct the 
rest of the Gaussian coordinate system from Tt alone. 
Let ¢t(m) == ii(t, xi) denote the spatial part of the 
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transformation to Gaussian coordinates, so that 
(Tt(m), ¢t(m» = xJJ(x a) is the coordinate transforma­
tion leading to Gaussian coordinates. Since ¢t is a 
diffeomorphism, it is the flow of a time-dependent 
vector field on M, so that it behaves just like a shift 
TIt generated by a shift vector field Xt. We call ¢t the 
intrinsic shift and its generator Yt as the intrinsic 
shift vector field of N. Theorem 10.1 below gives a 
way to compute ¢t or Yt from the proper time func­
tion Tt alone. 

In the transformation to Gaussian coordinates, the 
hypersurface {t} x M is mapped into the hyper­
surface T-1(t), so ¢t(m) is the spatial coordinate of 
(t, m) in the Gaussian coordinate system. The intrin­
sic shift thus describes the shifting of the spatial 
coordinates in the {t} x M hypersurface due to the 
fact that the lapse Nt depends on the space variable 
so that each point of {t} x M does not have the same 
proper time coordinate Tt(m). Thus the hypersurface 
it} x M is tilted when it is stretched to fit the T= con­
stant contours. This tilting causes a shifting of the 
spatial coordinates in {t} x M which is described by 
the intrinsic shift ¢t. 

Theorem 10.1: Let Nt and gt be given and let Tt be 
determined from Lemma 10.1. Let Zt be the time­
dependent vector field defined by 

Nt 
Zt=- grad~ 

../1 + II grad~11 2 

and let 1/-'1' 1/-'0 = idM be its flow. Then the intrinsic 
shift ¢t is given by ¢t = 1/-';1 and the intrinsic shift 
vector field is 

Proof: Let ¢t be the space part of the transforma­
tion to the Gaussian coordinate system. Then the 
condition on ¢t comes from requiring that the gOi 

components of gL remain zero in the Gaussian co­
ordinate system. This condition is 

This condition is rewritten as 

so that 

if = (~;t ) (1 + II g~adTtll 2 )T¢t ·gradTt 

N = t T¢ .grad'!: 
.,; 1 + II grad 7t 112 t t 

= - T¢t 0 Zt. 

Thus ¢t satisfies 

ifO¢t1 = - T¢tOZtO¢t1 = - (¢t)*Zt 
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so that - (¢t)*Zt is the generator of ¢t. Let 1/-'t,1/-'o 
= idM be the flow of Zt' Then from Lemma 4.2, 
- (1/-'t-1)*Zt has the flow 1/-'t? so that ¢t = 1/-'11. Thus 
- (¢)*Zt = - (1/-'t- 1 )*Zt = Yt is the intrinsic shift vector 
field associated with N, • 

We now consider how solutions (gt, kt ), It' < E of the 
Einstein system (E) witl:!. an arbitrary lapse Nt are 
related to solutions (gt, ht),_' t' < E' :s E of (EJ with 
the same Cauchy data and N = 1. As before, this is 
equivalent to finding how the space part of gaBdx<>dxB 
= - N 2dt2 + lIiidxidx j transforms when we transform 
to Gaussian coordinates. This is also equivalent to 
finding the metric iT induced on the T = constant 
hyper surfaces in the space I x M with Lorentz 
metric gaB' 

The fact that gt is a solution of (E) is again peri­
pheral as we are just computing how the space part 
of a Lorentz metric of the form gaBdx<>dx8 = - N 2dt 2 

+ gijdxidxi transforms when we transform to Gaus­
sian coordinates. 

Theorem 10.2: Let N; and gt be given, I t 1< E 

and let Tt be determined from Lemma 10.1. Let 
1/-'t,1/-'o = idM be the flow of Zt = - Nt<! + II grad Tt Il 2)-1/2 
gradT; let ¢ = If,i1 be the intrinsic shift; and let 
Yt = - (¢t)*Zt be the instrinsic shift vector field 
associated with Nt. 

Let gIl = gij be gt in contravariant form and let 

= T¢t @ TCPt ~t1 - !; @ !:)(m) = T¢t @ T¢t 

(
g-l _ gradTt @ gradT t ) (m) 

t .J! + IIgradTtll2 .J1 + II grad 7t1l 2 

_ Yt Yt = T¢t @ T¢t(gt l)(m)_ N @ N (¢t(m». 
t t 

Then iT is the metric induced on T = constant hyper­
surfaces by the Lorentz metric - N 2dt 2 + gi .dxidxi, 
As above, denoting the Gaussian coordinates by 
(T(t, Xi), ¢i(t, x» we have the coordinate expression 

gii = a¢i a¢i 
axk axl 

X gkl _ 1 + gab_ _ gkmgln __ -- (f,X). ~ (
aT a 7)-1 a T a 7 ) 
axa axb axm axn 

Remark: Note that in order that g-1 remain posi­
tive definite, 

(X X) > ( dT-X ~2 
gt' ../1 + II grad 7

t
11 2) 

This holds at t = 0 and so will hold for some t-inter­
val around O. 

Proof: Let - N 2dt2 + gi .dxidxi be the Lorentz 
metric associated with gt rid~, Transforming this 
metric to Gaulilsian coordinates gives the transforma­
tion law for the 3-metric gii as 

gii( 7(t, Xk), xi(t, xk» = axi (t, xk) ax} (t, Xk)gmn(t, Xk) 
aX m axn 

1 ax; axi 
- N2 at (t, xk

) at (t, Xk). 
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By using 

1 axi _ N ax i kl aT 
Nar-aT/dtaxl

g 
axk 

from the proof of Theorem 10.1, 

we have 

gij( T(/, Xk), xi(t, xk» 
= ax; ~ (gmn _ 1 gmk ~ gnl~) (t, xk) 

axm axm 1 + !igradTlI2 axk axl 

which is written as 

g-l( 7t(m), <Pt(m» = T<P t ® T<Pt 

x g-l m) - ® r==rr=====;:=:=;;=;;: ( 
( 

gradTt(m) gradTt(m») 
t ..)1 + Ii gradT

t 
112 .J1 + II grad Tt (m)!l 2 . 

As a corollary we get an expression for the solution 
to the Einstein system (E) for N = 1, given a solution 
(gt>kt ) for arbitrary lapse Nt" 

Corollary 10. 1 : Let (gt' kt) be a solution to the 
Einstein system (E) with Nt given and X t = O. Let 
Tt, TO ::= 0 be determined from Lemma 10.1, let 
Zt =-N/(l + Ilgrad Tt I12)-l/2 gradTt and let <Pt be the 
intrinsic shift. Let gil be gt in contravariant indices; 
let 

Y t = - (<Pt)*Zt> 

g-I( 7t(m), <pt(m» = T<P t ® T<Pt (gil - ~ ® ~) (m), 

and let k r = ag/a 7. Then (gr' kr) is a solution to (E) 
with Nt = 1 and 

Proof: From the theorem, gr is the metric induced 
on 7 = constant hypersurfaces and so is the solution 
of (E) in Gaussian coordinates; that is, with Nt = 1. 

Since 70 = 0, go = go' From the chain rule, 
\ 

Since Yo = 0 and €fio = idM , one sees from the above 
expression for g-I that 

ag- I I = ag- l I 
at toO at toO' 

Thus 

ag-1 a1 I _ ag- l I 
Tr at t= 0 - ---at t=O' 

or Noko = Noko, so that ko = ko' • 

In case the lapse Nt = N(t) does not depend on the 
space coordinate, then Nt = d7t! dt and the relation of 
solutions (gt,ke) to Einstein's equations with N{t), 
X = 0, and Nt = 1, X = ° is particularly simple. In 

fact, if we define T(t) = J~ N(X)dA, then the solutions 
to the Einstein equations with N = 1, X = 0 are just 
reparameterizations by T(l) of the solutions (gt, k t ) 

of the Einstein system with Nt = N(t), X = O. We 
check this formally as follows: 

Proposition 10.1: Let Nt = N(t) be a function of t 
alone and let (gt' kt) E ~ x S)(M) be a solution of the 
Einstein system with Nt = NU), X = O. Let 

T(t) = J~ N(x)dA and let T- 1 (1) be its inverse. Then 

gt = g07-1 (t) and kt = ko r-1(t) 

is the solution to (E) with Nt = 1 and 

(go' ko ) = (go' k o)' 

Remark: gr(t) = gt and kr(t) = kt• 

Proof: That (go,ko) = (go,ko) follows from 
7-1 (0) = O. Also, 

dg(t) = dg (T-I(t)) dT-
l 

(I) = (Nk) ( T-1(t»(dT (7-1(t)))-1 
dt dt dt dt 

= N(T-1(t))k(T-l(/)) 1 = k(t) 
N{7·-1(t)) 

and 

dk(t) =dk(T-1(t))dT-l (t)=S [k(T-l(t))) 
dt dt dt g(r-1 (t) 

- 2 RiC[g(T-1(t))] = Sg/k(t)) - 2 Ric(g(t)) 

so that (gt. kt) is a solution to (E) with Nt = 1. • 

Now we briefly consider the converse program; 
namely, given the solution (gt, kt) to (E) with lapse 
Nt = 1, a!.1d given an arbitrary lapse Nt, find the solu­
tion (gt' kt) to (E) with lapse Nt and such that (go, ko) 

= (go, Jio)' 

We claim that by a simple trick this program can be 
carried out by solving for the Gaussian coordinates 
of a suitably altered space-time. 

Theorem 10.3: Let (gt>kt ) E ~XS2(M), I tl < E be 
a solution of the Einstein system (E) with lapse Nt = 1, 
X t = O. Let Nt be a given lapse function. Construct a 
Lorentz metric on I x M by setting 

1 13 = - dt
2 + '!.!:i dxidxj 

C< N2 N2 

and let XI1(xc<), leo, Xi) = 0, il(O, xj) = Xi be the trans­
formation of la8 to Gaussian coordinates. In these 
new coordinates, the metric gc<sdxc<dx13 = - dt2 

+ giidxidxj is transformed to gc<sdxaax13 = - N2dt2 + 
lfiixidxj, so that (gt,(l/Nt)(ag/at», ilJ <S. E' ::; E, 
it = lfij solves (E) with lapse Nt and (go,ko) = (go, k o). 

Proof: The conditions that the new coordinates 
Xli (x a ) transform lal3 to Gaussian coordinates are 

(-1 = _N2(al)2 + N2gij at, at. 
J at ax' aX) 

) 0 = _ N2 a1ax' + N2g kl a1 aXi. 
{ at at 3xk axl 

(10.4) 

For any gi" we can solve these partial differential 
equations for xll(xc<) with initial conditions Xll(O, Xi) 
= (0, xi) by Lemma 10.1 and Theorem 10.1. 

The conditions that a coordinate transformation 
yl1(xa) transform gaedxaax13 = - dt2 + lJijdxidxi to 
iJaedxaaxfJ = - N 2dt"'"2 + "ijdXliJXi are 
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l-~ = _1(OyO)2 + gij ayO ayO 
N2 at axi axi' 

ayO oyi oyO oyi 
o == - 1 -at -at + gl_ -. axk axl 

But Eqs. (10. 5) are equivalent to (10.4) •• 

(10.5) 

We remark that by our above work, we know that when 
transforming lct13 to Gaussian coordinates, the func­
tions Tt(m) = t(t,Xi) and ¢t(m) == Xi(t,xj) satisfy 

{ 

d!t = 42 + /lgradTt l12, 
(10.6) 

d1>t -1 _ (gradT) 
dt '1>t - -1>* - dT/dt ' 

so that if 1/I t is the flow of - gradT/(dT/dt), ¢t = 1/It- 1 • 

Equations (10.6) are just (10.4) rewritten. 

Also, as in Theorem 10.2 the equations for "it are 
given by 

g-1( T/m), ¢t(m» = T¢t 0 T¢t( lit 1 
- r:~~; 0 ~;~J). 

which follows from the coordinate expression 

gij(XA(xct» = axi (x ct) axj (xct)gkl(Xa) _ axi (xa)axi (x a ) 
axk axl at at 

and (10.4). 

11. THE RELATIONSHIP OF THE MANIFOLD (l 
TO SUPERSPACE AND SOME REMARKS ON 
SUPERPHASE SPACE 

Let 
q,: ~ x ~ --7~, (1],g) H(1]-1)*g 

be the left action of !D on~. Then superspace S(M), 
or the space of all geometries of M, is defined as the 
orbit space ~/!D of this action. This is explained 
briefly as follows: For fixed g E ~, let 

B = {(1]-1)*gl1] E !D} C ~ 
g 

be the orbit of !D through g. Then Bg is the set of all 
metrics isometric to g. Since S(M) is the set of all 
orbits in mL, 

S(M) = ~/!D = {Bg Ig E~}, 

s(M) is the space of all isometry classes of Rieman­
nian metrics or geometries on M. 

The importance of S(M) is that it is the natural con­
figuration space for a dynamical theory of general 
relativity. The reason for this is that isometric 
Riemannian metrics are physically indistinguishable; 
thus a physical state determines only an isometry 
class of Riemannian metrics. In the language of the 
classical physicist, the metric representing the 
physical state is determined only up to a coordinate 
transformation. 

Unfortunately s(M) is not a differentiable manifold. 
This is because the isometry group Ig = {1) E !D I (1)-1) * 
g = g} of a metric g E mL is different for different 
g. As the isometry group Ii is the isotropy group of 
the action q, at g, the resulting orbit space is not a 
manifold; in other words, the symmetric geometries 
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do not have neighborhoods homeomorphic to neigh­
borhoods of geometries which have no symmetries 
whatsoever. S{M) can, however, be stratified into 
differentiable manifolds, each strata Sc,C)(M) being all 
those geometries whose isometry groups Ig deter-
mine equivalent group actions on M. TrJs, however, 
is a rather long story; for details see Ref. 5. 

Since S(M) is not a manifold, it is awkward to use 
s(M) as the configuration space for a dynamical 
system. This difficulty becomes apparent as soon 
as we try to construct the tangent bundle T(~/:D), 
the velocity phase space. It is probably possible to 
give meaning to T(mL /!D) by taking limits of tangent 
spaces and using the notion of tangent cones. However, 
the singularities of S(M) would then be severely com­
pounded. 

A way to short circuit this approach is to define as 
the superphase space not T(mL/!D), but rather 

(TJl1)/!D == mL x ~2(M) '" ~ X S2~) 

the orbit space of the action 

q,'; !D x T'.m -'> T~, (1], g, k) H «1]-1 )*g, (1]-1)* k). 

Note that TmL/!D is not equivalent to T(~/!D). 
T~/!D is perhaps a more likely candidate for super­
phase space as the tensor fields (g, k) E T~ are 
subjected only to the same active coordinate trans­
formation; that is, the pair (g, k) must transform to­
gether. From Corollary 4.1 we see that this is 
appropriate from the dynamical point of view~ 

Unfortunately, T'.m/!D = (~ x S2(M»/!D suffers from 
all of the pathologies that S(M) does, as well as the 
added difficulties related to the structure of S2(M)/!D. 
Note for example that !D leaves invariant the O-tensor 
field in S2(M), so that the isotropy subgroup of 0 need 
not even be finite-dimensional (as it is for <I>, <I>'). 
Thus the construction of equations of motion on 
TmL/!D directly does not seem feasible at this time. 
Nevertheless, the dynamics on T~, followed by a 
projection onto T~/!D does recapture all the essen­
tial elements that a dynamical system on TmL/!D 
would have to possess. In fact, T~/!D inherits a 
continuous flow from the flow on T:nt. Thus we have 
a Co or topological dynamical system. 

To incorporate the shift vector field into the dynamics 
we have in the course of this paper chosen T(!D x mt) 
as the velocity phase space. The degeneracy in our 
Lagrangian allows one to specify arbitrarily a curve 
17t' 1]0 = idM , in the factor !D or equivalently a shift 
vector field Xt. The solution (go k t ) of (E) with shift 
vec!.or field Xt is then ~lated to a reference solution 
(gt' k) of (E) with shift Xt = 0 by (gt, k t) = «1Jtl)*lft• 
(r7"i1 )~). Thus (gt, kt ) can be thou~ht of as (gt, kt ) 
sliding along the orbits B(gt.kt) = {«1]-1 )*g, (1)-l)*k) 11) 
E :D} C ~ x S 2 (M). The factor !D then keeps track of 
the !!:mount of sliding relative to the reference curve 
(it, kt )· 

Note that the curve (gt, k t ) and Cgt , kt ) are projected 
onto the same curve in T~/~ as we have divided out 
by !D, so that solutions to (E) which differ only by a 
shift vector field map to the same curve in TJrr/!D. 
Thus if we could construct a dynamical system on 
TJrr/!D directly, it would be independent of the shift. 
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We also remark that if we define (111) g 1) E !> x ~ 
to be equivalent (= "') to (112,g2) E!> x ~ if (11i1)*gl 

= (11i)*g2,then!> x ~/'" ~~/!>. Similarly, if on 

'l'{!> x~) we define (X1)1,gV k1) '" (Y1)1,g2,k 2) if 

«11i1 )*gl' (11i1 )*k1) = «(1121 )*g 2' (11i )*k2)' then T (!> x 
~)/'" = T~/!>. Thus we recapture the space of 
physically indistinguishable states T~/!> by defining 
a suitable equivalence relation on T<i ~ T(!> x ~). Of 
course this equivalence relation is natural from the 
point of view of the dynamical development of the 
states. 

We now wish to incorporate the lapse function into 
the picture. For nonrelativistic classical field 
theories, there is a canonical parameter of evolu­
tion, namely the time t. For covariant relativistic 
field theories in general, and for general relativity 
in particular, the proper time T plays the role of a 
canonical parameter of evolution. In order to main­
tain covariance, however, one must allow for an 
arbitrary reparameterization of this evolution para­
meter. This reparameterization may also depend 
on the space points of the field. It is because of this 
possible space dependence of the change of para­
meter that Wheeler refers to time as a many 
fingered entity; this is associated with the Dirac­
Tomonaga-Schwinger many time formalism for 
quantum field theory. 

Another well-known implication of covariance is that 
a covariant field theory when expressed in a dynami­
cal formulation must be degenerate. This situa-
tion comes about because the resulting dynamics 
must be able to be summed up as a tensor field on 
a four dimensional manifold V. Each slicing of V, 
therefore, gives rise to a different dynamical system 
all of which are equivalent in the sense that they lead 
to the same tensor field on V. As the dynamical 
formalism must take into account this arbitrary 
slicing, it must be degenerate. In this paper the 
introduction of T accounts for this arbitrary slicing 
of a space-time; !> takes into account the possible 
coordinates in each slice. Let V = I x M, and let 
{t} x M be the t = constant hypersurfaces. Let Tt be 
a curve in T and let To I x M -) R, (t, m) f-) Tt(m). Then 
r1(t} are the T = constant hypersurfaces. Thus each 
curve Tt E T maps t = constant to T = constant hyper­
surfaces and thus can be considered as an arbitrary 
slicing of V with respect to some reference slicing 
which represents Vas I x M. 

Let (gt, 1<t) be a solution of (E) with X = 0, N = 1. 
We consider the curve Tt E T defined by T t(m} = 1 as 
a reference curve. We construct the space-time 
gaBdxadxB = - dt2 + gijdxidxj on I x M. Now suppose 
that we are given an arbitrary curve Tt E T, TO = O. 
Alternately, by Lemma 10.1 we may suppose we are 
given some lapse function ~ and then find Tt associated 
with it and itt. The evolution for this new lapse or 
new 7t is determined by finding the metric on the 
T = constant hyper surfaces. Of course, these evolu­
tions are equivalent in that they determine isometric 
Lorentz metrics or, in other words, are summed up 
by t~e same space-time. Nevertheless, given a curve 
(g;, kt ) E T~, each curve Tt determines a dynamical 
curve (gt, kt ) E T~. Thus we map curves in T to 
curves in T~/!> = T(!> x ~)/"'. The image in S(M} 
x S2(M}/!> of all curves in T, prOjected onto S(M), is 

just the sheaf in superspace which summarizes the 
space-time. This idea is described by DeWitt23 
without the use of the space <1. 

12. CONCLUSIONS AND F1JRTHER WORK 

In this paper we have attempted to clarify the Hamil­
tonian structure of the Einstein equations and to 
achieve a clear understanding of the geometrical 
roles played by the lapse and shift functions. We feel 
that we have gained a more natural form for the 
phase space of general relativity by introducing the 
groups!> and T. For example, by enlarging the con­
figuration space from ~ to T x !> x ~, the lapse and 
shift functions may be incorporated into the dynamics 
as dynamical velocities. Moreover, we showed 
explicitly how one can obtain solutions for any lapse 
or shift from the trivial ones N = 1, X = 0 by inte­
grating a system of ordinary differential equations. 
In connection with the lapse, we introduced a new 
object, the intrinsic shift, which takes into account 
the spatial shifting of the {t} x M hypersurfaces when 
mapped into 7 = constant hypersurfaces. 

We feel that the introduction of the groups!> and T 
helps to properly understand the basic conserva­
tion laws for orr and JC as a consequence of dynamical 
symmetries. On the other hand, we are forced to 
accept a degenerate Lagrangian system. This 
degeneracy is present and is perfectly natural when 
one considers any covariant field theory from a 
dynamical point of view. 

Some work which remains to be done is to explore 
whether or not the procedure presented here helps 
to clarify any of the difficult quantization problems. 
However, preliminary indications are that quantiza­
tion problems run much deeper. For example, in the 
usual quantum theory of fields one deals with equa­
tions of the form D</> + F(</>} = 0, for definiteness say 
D</> + xcp3 = m 2</>. As a classical partial differential 
equation, this equation is semilinear, as the highest 
order derivatives occur linearly, the nonlinearity 
occurring only in the </>3 term. As is well known, 
a rigorous and complete quantization of such equa­
tions is very difficult and, in fact, has not yet been 
achieved for four-dimensional space-times. In 
relativity, the basic structure of the evolution equa­
tions is quite different. Let us, for example, neglect 
the fact that the equations for a space-time are a 
system of partial differential equations. Then, roughly 
speaking, the "scalar analog" of the evolution equa­
tions is the quasilinear equation </>O</> + II grad</> 112 = 0, 
grad</> = ga8(a</>/ax ct}. Now </> itself is involved in the 
coefficients of the operator </>0. Also, the equation 
involves nonlinear derivative coupling terms. Very 
little is known about the quantization of such an equa­
tion. Moreover, the equations for relativity are much 
more involved, as they involve a system of quasilinear 
equations, the components of which are very badly 
mixed in the highest order (unless one chooses the 
harmonic coordinate condition) and first-order 
derivative terms. Thus, a complete quantum theory of 
general relativity seems quite far away.3,24 

In aforthcoming paper18 ,14 we shall be fOCUSSing our 
attention on problems of existence and uniqueness of 
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solutions using the theory of quasilinear first-order 
symmetric hyperbolic systems, rather than the usual 
methods using the considerably more complicated 
theory of second-order strictly hyperbolic systems. 
Our existence proof will follow simply and directly 
from such a first-order treatment. Moreover, we 
will be able to give a more intrinsic treatment by 
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The normalizable states that minimize the uncertainty product of the oscillator phase operators are determined 
and some of their physical properties are discussed. A physical claSSification of these states has been made and 
the class of "analogous" states to the well-known coherent states is physically defined. 

1. INTRODUCTION 

Quantum mechanically it is convenient to define the 
phase cP of the harmonic oscillator indirectly by de­
fining the" cosine" and" sine" operators C and S, 
which correspond to coscp and sin¢ in the claSSical 
limit. The operators C and S found do not commute, 
i.e., the coscp and sincp cannot be measured simul­
taneously. It is therefore interesting to find the nor­
malizable states, which minimize the uncertainty 
product (AC)2. (AS)2 of C and S. 

It was proved in Ref. 1 and was noted in further re­
search2 ,3 on the quantum mechanical oscillator 
phase problem that there exist no normalizable states 
that minimize the uncertainty product (AC)2. (AS)2. 
This result is correct in the sense that for these 
states the inequality (AC)2(AS)2 ~ {«1- p)/2)2 be­
comes an equality and, moreover, (1 - p)2 becomes 
a greatest lower bound. 

We have shown in a previous work,4 using methods 
of the spectral theory of bounded operators, that nor­
malizable states minimizing the uncertainty product 
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(AC)2'(AS)2 do exist in the sense that the above in­
equality becomes an equality. 

In the present work we determine these states and 
find some of their physical properties. Moreover, 
we classify the normalizable minimal uncertainty 
states and characterize, both mathematically and 
phYSically, the states that have properties analogous 
to those of the well known coherent states. 

In Sec. 2 we present some general properties of the 
normalizable minimal uncertainty states and the 
"minimal uncertainty sequences" of states for arbit­
rary noncompatible observables A and B. We note 
that the knowledge of the point spectrum and the con­
tinuous spectrum of the non- self- adjoint operator 
A + iyB is sufficient for the determination of the ex­
pectation values of A and B in the corresponding 
states. The determination is exact in the case of the 
point spectrum and apprOximate in the case of the 
continuous spectrum. In addition we characterize 
mlrthematically the states that have properties ana­
logous to those of the coherent states. 
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find some of their physical properties. Moreover, 
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states and characterize, both mathematically and 
phYSically, the states that have properties analogous 
to those of the well known coherent states. 

In Sec. 2 we present some general properties of the 
normalizable minimal uncertainty states and the 
"minimal uncertainty sequences" of states for arbit­
rary noncompatible observables A and B. We note 
that the knowledge of the point spectrum and the con­
tinuous spectrum of the non- self- adjoint operator 
A + iyB is sufficient for the determination of the ex­
pectation values of A and B in the corresponding 
states. The determination is exact in the case of the 
point spectrum and apprOximate in the case of the 
continuous spectrum. In addition we characterize 
mlrthematically the states that have properties ana­
logous to those of the coherent states. 
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In Sec. 3 we determine all the normalizable minimal 
uncertainty states for the phase operators C and S: 
in which both C and S have vanishing expectation 
values. These states are called Y 0- states. 

In Sec. 4 we characterize and determine the class of 
Y - states, which are the complement to the Yo- states 
with respect to all normalizable minimal uncertainty 
states. Among the Y - states are the fz - states, which 
are eigenstates of the adjoint of the unilateral shift 
operator. In these states the operators C and Shave 
the same mean square deviation. This property is a 
characteristic property of the fz - states. All the phy­
Sical quantities in the Yo- and Y - states are determined 
and give reasonable physical results. 

In Sec. 5, we find the physical quantities of C and S in 
the "minimal uncertainty sequences." It is found that 
in these sequences of states the expectation values of 
C and S tend to the classical quantities cos</> and sinep 
and the mean square deviations tend to zero. 

Finally in Appendixes A and B we clarify the method 
of obtaining normalizable minimal uncertainty states 
and "minimal uncertainty sequences." 

2. GENERAL PROPERTIES OF MIN1MAL UNCER-
TAINTY STATES 

Norrnalizable States 

The normalizable minimal uncertainty states for the 
noncompatible observablesA andB, satisfying the com­
mutation relation AB - BA = iC, are obtained as 
eigenstates of the non-self-adjoint operator 

L = A + iyB, (2.1) 

where y is a nonvanishing free real parameter (see 
Appendix A). 

From (2.1), setting M = A - iB, M* = A + iB, we 
obtain 

L = [(I + y)/2]'T, 

where 

T =rM + M* 

and 
r = (1 - y)/(1 + y). 

Since y -;r. 0, we have from (2.3) 

r-;r.1. 

(2.2) 

(2.3) 

Thus, the minimal uncertainty states for A and Bare 
obtained as eigenstates of the operator (2.2). 

In Ref. 4 we have studied the spectrum of T for a 
large class of bounded non- se1£- adjoint operators M. 
H ere we note that the knowledge of the spectrum of 
T has the following physical importance. 

The expectation values of A and B can be determined 
only from the eigenvalues of T. 

We start from the eigenvalue equation 

(rM + M*)f = AI, Ilfll = 1 

and write A in the form: 

(2.5) 

Thus, every normalizable minimal uncertainty statef 
is characterized from three real parameters r, fl., </>. 
Write f(r, /-1, </» and denote by Yo the class of states 
f(r, 0, 0) and by Y the statesf(r, /-1, </» with /-1 -;r. O. The 
class Yo consists from states, which are eigenstates 
of T with eigenvalue zero. These states are charac­
terized from one real parameter. The states Yare 
obtained from (2.4) with A -;r. O. Obviously, in the fol­
lOwing we consider the case in which the sets Yo and 
Y are not empty. 

From the eigenvalue equation (2.4), using the iden­
tities: 

I A) ) A r - 1 
Vi := (Af'! ="2 - -2- (Mf,!), 

(2.6) 

(/3) = (Bf,!) == ~i - r ;i 1 (MI,f), 

or directly from the equation 

(A) + iy(8) = [(1 + y)/2]'A, 

combining real and imaginary parts, we derive easily 
the follOwing statements: 

(1) The states Yo are the only normalizable minimal 
uncertainty states in which both A and B have vanish­
ing expectation values. 

(2) The expectation values of A and B in the states 
f(r,j.!, </» E Yare obtained from the following formu­
las: 

(A) = (ReA)/(1 + r), 
(8) = (Im'A)/(l - r), 

or writing i\ in the form (2.5), 

(A) = /-1cos</J, 

()3) = - j.!sin</J. 

Normalizable Sequences of states 

(2.7) 

(2.8) 

(2.9) 

In Ref. 4 we have introduced the concept of "minimal 
uncertainty sequences." They are normalizable se­
quences of states, which tend to minimize the uncer­
tainty product (~A)· (~B) of A and B. As we note in 
Appendix B, the minimal uncertainty sequences of 
states correspond to the continuous spectrum of the 
operator (2. 2), Le., for every A in the continuous spec­
trum of T there exists a minimal uncertainty se­
quence of states {!"}'i', satisfying the relation 

lim II (T - i\l)!" II == 0 as n --HO. (2.10) 

From the identities 

A _i\!_r-1 M +T-i\! 
- 2 2 -2-' 

B i\! r+1 T-i\! 
2i--W-M+~, 

we obtain the relations 

i\.+Rifn) r 1 
2 - -2- (Min,!,,), (2.11) 

(2.12) 
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The relations (2. 11) are analogous to the relations 
(2.6). Thus, we obtain 

(A) 
__ Re[~ + R (fn )] Re ~ ReR Un ) 

l+r =1+r+ l+r ' (2.13) 
(B) _ Im[~ + RUn)] _ Im~ + ImR Un) 

- l-r -1-r l-r 

From (2.12) we have IR (fn) I "" II (T - ~I)f,.11 and due 
to (2.10) lim IR (fn) I = 0, as n ---7~, Le., the expecta­
tion values (2.13) tend to the expectation values 
(2.7). 

States Mathematically Analogous to the Coherent 
States 

Consider the position and momentum operators Q and 
P, satisfying the commutation relation QP- PQ = iI. 

For the operators Q and P the operator (2. 2) has the 
form 

T = ra* + a, (2.14) 

where a* = 2- 1/ 2 (Q - iP) and a = 2-1/ 2 (Q + iP) are 
the creation and annihilation operators. 

As is well known, the coherent states form a class of 
minimal uncertainty states for Q and P. They are the 
eigenstates of the annihilation operator a. 

We observe that the coherent states are eigenstates 
of the operator (2. 14) for r = O. Therefore, generally, 
the states which are mathematically analogous to the 
coherent states are the eigenstates of the operator 
(2.2) for r = O. They belong to the Y class. 

It is easy to see that the so-defined, mathematically 
analogous states to the coherent states have the fol­
lOwing physical property. 

Both observables A and B have in these states the 
same mean square deviation. 

3. THE Yo-STATES OF THE OSCILLATOR PHASE 
OPERATORS 

The oscillator phase operators C and S, studied in 
Refs. 1 and 3 are the following 5: 

C = (V* + V)/2, S = (V* - V)/2i, (3.1) 

where V is the unilateral shift operator on an abstract 
Hilbert space with the orthonormal basis {en}i', Le., 
V is defined as follows: 

Yen = en+ 1 , n = 1,2, ... 

The operator (2.2) in case of the operators (3.1) has 
the form 

Tr = rV + V*. (3.2) 

It is well known 4 that for I r I< 1 every point in the 
interior of the ellipse 

is an eigenvalue of the operator (3.2). 

We note that the eigenstates of the operator (3.2) for 
r negative are related with the eigenstates for r posi­
tive by a unitary transformation and a rotation, Le., 
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where the unitary operator W is defined as follows: 

In fact we have 

T_r = - rV + V* = rei"V + V* = ei1f/2W*(rV + V*)W. 

For this reason, in the following we consider always 
the operator (3.2) with r positive. 

For r = 0 we obtain from (3.2) the well known eigen­
states of the operator V*. These states, as we have 
noted in Sec. 2, are the analogous to the coherent 
states and play an important role in many problems 
of the operator theory. 6, 7 

The eigenstates of V* belong to the class Y and we 
shall study their physical properties in Sec. 4. Only 
the state e; (ground state) belongs to the class Yo, 
because V e1 = O. 

Determination of the Yo-States 

We determine the eigenstates of the operator (3.2) 
for r ;r 0, corresponding to the eigenvalue zero. Let 
t/lr be such a state, Le., 

(rV + V*) t/lr = O. (3.3) 

Setting (t/I" e1) = a, we obtain from (3.3) 

(t/I", e2) = (t/lT' e 4) = ... = 0 

and (tJ;r, e3) = - ra, (t/lr' e 5) = r 2a, ••• (t/lr' e 2n - 1) = 
[a· (- r)n-1], Le., t/lr = a6~1 (- r)n-1·e 2n _1• The nor­
malization of these states gives a = (1 - r2)1/2. Thus 

00 

tJir = (1- r2)1/2'6 (- r)n-1·e 2n _1. (3.4) 
n =1 

From (3.4) we have 

(1 - r 2 )1/2 '(1 - r) ( 2 ) Ct/lr = 2 . e2 - re4 + r es - ... , 

(3.5) 
St/lr = (1 - r2)1~2'(1 + r) . (- e2 + re4 - r 2es + ... ). 

Thus 
(3.6) 

(CtJir , t/lr ) = (SlJ;r' lJ;r) = O. 

From (3.5) and (3.6) we obtain the mean deviations of 
C and S in the states (3.4) 

AC = II ClJ;r II = (1 - r)/2, 

AS = (1 + r)/2. 

Thus 

(AC) '(AS) = (1 - r 2 )/4. 

Observe that AC + AS = 1. 

(3.7) 

(3.8) 

(3.9) 

The operators C and S satisfy the commutation rela­
tion 

CS - SC = HI - P)/2, (3.10) 

where 1- P is a projection, which projects on the sub-
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space, spanned by the element {el}, Le., 1- P acts as 
follows: 

(I - p)t/Jr = (Wr , e l )el = (1 - r2)1/2e1. 

Thus 

«(I - P)/2) = i· ({I - p}Wr , Wr ) = (1 - r 2 )/2. (3.11) 

From (3.9) and (3.11) we have 

(AC)' (AS) = i «(I - P)/2) . 

This is the minimal uncertainty relation for the com­
mutation relation (3.10). 

The Number Operator N Acting on the Set yo 

The states (3.4) belong to the definition domain of the 
oscillator number operator N. In fact we have 

00 

IINwrll2 = (1 - r 2 ).2] r 2n -2·(2n - 2)2 < CO. 
n=l 

(Note that the oscillator number operator in the 
abstract form is defined5 as follows: Ne n = (n - l)en , 

n = 1,2,·· .. ) 

The expectation values of N in the states (3.4) are 
determined as follows: 

00 

(N + I) = ({N + I}tPr , tP
r

) = (1 - r2). 2] r2 (n-lJ·(2n - 1) 
n=l 

= (l-r2 ).- -- = --, d ( r ) 1 + r2 
dr 1 - r2 1 - r2 

i. e., 

(N) = (N + I) - 1 :::: 2r2/(1 - r2). (3.12) 

From (3.4) we have 

«N + 1)2):::: II(N + l)wr l1 2 

:::: (1 - r 2) '(1 + 32r2 + 52r4 + ... ) 

:::: (1- r2).!L[r'~ (_r )] 
dr dr 1 - r2 

:::: (N + 1)2 + 4r2 . 
(1 - r 2 )2 

Thus from the relation (A(N + 1»2 = (N + 1)2) -
(N + 1)2, we obtain 

A(N + I) = 2r/(1 - r 2) 

and, since A(N + I) = AN, we have 

AN = 2r/(1 - r2). 

From (3.7), (3. 8), and (3.13) it follows that 

(AN)(AC) = r/(l + r) 
(AN)(AS) = r/(1 - r). 

4. y -~ATES FOR THE OPERATORS C AND S 

Determination 

(3.13) 

We shall use the method of the representation of the 
Hardy-Lebesgue space by means of the operator V*, 
in order to determine the eigenvalues A ;.0 O. Accord­
ing to this method6 A is an eigenvalue of the opera­
tor (3.2) if and only if the equation 

rZJ(z) + (l/z)[J(z) - 1(0)] = Aj(z) (4.1) 

has a solutionj(z) :::: 2]n~l cnz n- 1 analytic in the unit 
disk and satisfying the condition ~~l 1 en 12 < co. 

From (4.1) we have 

j(z) = j(OHrz2 - ~ + 1)-1, (4.2) 

i.e., A is an eigenvalue if and only if the roots of the 
equation 

rz2 - Xz + 1 :::: 0 (4.3) 

lie outside the unit disk, or, equivalently, the roots of 
the equation 

W2 - XW + r = 0 (W = l/z) (4.4) 

lie inside the unit disk [note6 that, for the operator 
(3.2),j(0) ;.0 0]. 

A way to see that the roots of Eq. (4. 4) lie inside the 
unit disk for every A in the interior of the ellipse 
z = r exp(i¢) + exp(- i¢), Le.,for every A of the form 

A = rjJ.c i ¢ + jJ.e-i¢,O.:S jJ.< 1, O.:S ¢ .:S 21T, (4.5) 

is the following: 

We set W = P exp(iJ) and obtain from (4.4) X = 
P exp(iJ) + (r/p) exp(- iJ) and 

IA 12 = p2 + 1/p2 + 2r cos2J. (4.6) 

From (4.6) it follows that 

1 A 12 - 2r cos2J > 0 (4.7) 

and 

p2 = H 1 A 12 - 2r cos2J 

± (IA 12 - 2r COS2J)2 - 4r2)1/2]. (4.8) 

Due to (4.7) we observe from (4.8) that the bigger 
root of Eq. (4. 4) decreases with IA I, and IA I, as fol­
lows from (4.5), decreases with 11. For 11 = 1 we 
obtain from (4.4) WI = r exp(- i¢), w2 = exp(i¢),Le., 
since r < 1 the bigger root has the value I w2 I = 1. 

For 11 < 1 we must have IWII .:S IW21 < 1, Le., Eq. 
(4.4) has roots inside the unit disk. Therefore, Eq. 
(4.3) has roots outside the unit disk for every A of 
the form (4.5). 

Now let PI' P2( Ipll > 1, Ip21 > 1) be the roots of 
Eq. (4. 3). Then from (4.2) we obtain 

1 1 
j(z) =1(0)' =1(0)·------

r(z - Plhz - P2) (1- z/Pl)(1 - z/P2) 

00 1 00 1 
=1(0)'2] _'zn-l'L: _'Zn-I 

n=l pr1 n=l p~-l 

=1(0)L: - +-'- + ... +- zn-l 
00 ( 1 1 1 1 ) 
n=l Pf- I pr-2 P2 pH- 1 

00 1 
=j(O)L: - (1 + * + Pir 2 

n=l prl 
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00 1 p2nrn - 1 
=f(O) " I; -" 1 Zn-l 

n =lpq-I ptr - ~ 

= f(O)PI " f (~ _ ~) Zn-l. 

ptr-ln=1 P~ pr 
The corresponding to f(z) eigenelement of the opera­
tor (3.2) is 6 

We summarize here our results: 

For every A in the interior of the ellipse 

z = r"ei<i> + e-i<i>, r < 1, 0 ~ cp < 21T, 

i.e., for every A in the form 

we have two roots of the Eq. (4.3) PI (r, J.l, cp) and 
P2(r,p., cp) such that iPIi > 1 and iP2i > 1 and a nor­
malizable eigenstate of the operator (3. 2) f(r, J.l, cp) 
given from (4.9). This eigenstate belongs for J.l ~ 0 
to the class Y. 

Note that for every eigenvalue we have only one 
eigenstate. This statement can be proved 6 easily, for 
tridiagonal operators, as is the case of the operator 
(3.2). 

The class of Y - states is very large in the sense that 
only for r = 0 we obtain from (4.2) the well-known6 

fz - states, which form a complete system of states 
and which we shall study below. 

fz-States 
We call the normalized eigenstates of the operator 
V* f.-states. These are the following: 

00 

!z = (1- IzI2)1/2"I;zn- I em Izl < 1. (4.11) 
n=1 

The expectation values of C and S in the states (4.11) 
can be found from the general formulas (2. 8) and 
(2.9). We get 

(C) =J.l coscp, (S)=-p.sincp, p.=lzl. 

The mean deviations of C and S are obtained as 
follows: 

(4.12) 

From the eigenvalue equation V*!z = zfZ we have 

(V + V*)fz = zlz + V!" 
or 

and, since V is an isometry, 

112CIz - zlz II = II Viz II = 1. (4.13) 

From (4.13) we obtain 
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(4.9) 

where A is the normalization constant and PI and P2 
are the complex conjugates of PI and P2 • 

With some manipulations we find 

(4.10) 

and due to (4.12) 

IIcfzl12 = (1- /z/2)/4 + (C)2. (4.14) 

From (4.14) it follows that 

(~C)2 = (1-lzI2)/4. (4.15) 

In the same way we find 

(~S)2 = (1- IzI2)/4. (4.16) 

From (4.15) and (4.16) we have 

(~C)"(~S) = (1 - /z /2)/4. (4.17) 

Observe that (I - P)f. = (1 - Iz /2)l/2"e l and 

«I - P)/2) = (1 - Iz /2)/2. (4.18) 

From (4.17) and (4.18) we obtain the minimum un­
certainty relation for the operators C and S. 

The Action of the Number Operator N on the 
Stateslz 

From (4.11) we have 

(N) = (N!.,iz) 

= (1- IzI2)"lzI2(1 + 2/z12 + 3Iz/4 + ... ) 

= (1- /z /2)"/z /2.(_1-:---c-
1- Iz/2 

+ I Z /2 + I Z 14 + ... ) 
1- Izl2 1- Izl2 ' 

Le., (N) = Iz/2 • 
1- /z /2 

And 

(4.19) 

IINf.112 = (1 - Iz 12)"1.<: 12"(1 + 221z 12 + 32 1z 14 + .. "). 

Setting I z 12 = w, we obtain 

IINf.112 = (1- W).w~[w.~(~)J = w(w + 1). dw dw 1- w (1- w)2 
Thus 

(N2) = Iz 12(1 + Iz 12)/(1 - /z /2)2. (4.20) 

From (4.19) and (4.20) it follows that 

~ = Iz //(1- /z /2). 
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It is interesting to note here that 

(C2 + 52) -? (C)2 + (5)2 -? 1 as Iz I -? 1 

and that Iz I -? 1 means, due to (4.19), that (N) -? ct). 

Moreover, since in case J.l = 1 the spectrum of the 
operator (3.2) is purely continuous,4 we observe 
from (4.12) that there exist no normalizable states, 
minimizing the uncertainty product (6CH65) and 
satisfying the relation 

(C)2 + (5)2 = 1. 

For minimal uncertainty sequences for which we 
have J.l = 1 the expectation values of C and 5 are not 
given exactly from the formulas (4.12). 

From (4.15) and (4.16) we observe that both C and 5 
in the fz - states have the same mean deviation. As we 
shall see later, this is a characteristic property of 
the fz - states. 

Moreover, it is interesting to note that thefz-states 
are obtained from one monoparametric class of in­
vertible operators acting on the ground state e v i.e., 
we can easily verify that 

or 
(/ - zV)fz = (1 - Iz 12)1/ 2'el' z: Iz I < 1, 

fz = (1- Iz 12)1/2.(/ - zV)-le v 

where V is the unilateral shift operator. 

Physical Quantities in Y - states 

Let the eigenvalue equation 

(rV + V*)f = Aj, A = rJ.lei</l + J.le-i</l, 

° < J.L < 1, 0.;; cp .;; 21T. (4.21) 

The expectation values of C and 5 in the state fare 
given from the general formulas (2.8) and (2.9). 

From (4.21) we have 

2Cf - Ai = (1- r)Vf (4.22) 

and from (4.22), using the same technique as before, 
we obtain 

(C2) = [(1-r)2-IAI2]/4 +J.l2(1 +r) cos2cp 

and 

(5 2)= [(1 + r)2 - Ix 12]/4 + J.l2(1- r) sin2cp, 

where 

Ix 12 = J.l2(1 + r 2) + 2J.lZr cos2cp. 

(4.23) 

(4.24) 

(4.25) 

From (4.23) and (4.24) we obtain the mean square 
deviations of C and 5: 

(AC)2 = [(1 - r)2 - I X 12]/4 + J.LZr cos 2cp, 

(65)2 = [(1 + r)2 - Ix 12]/4 - J.LZr sin2cp, 

or because of the relation (4.25) 

(AC)2 = (1 - r)2(1 - J.l2)/4, 

(65)2 = [(1 + r)2'(1 - J.l2)]/4. 

(4.26) 

(4.27) 

Also we obtain 

(C2 + 52) = [J.l2(1- r 2) + 1 + r2]/2 -? 1 for J.l-? 1. 

From (4.26) and (4.27) it follows 

(65)2 - (6C)2 = r(I - J.l2), (4.28) 

Le., for r >" ° only in the limit J.l --) 1, C and 5 have 
the same mean square deviations. 

The Action of the Number Operator on the States 
f(r,J.l,cp)withr >"0,J.l >"0 

We setfl = A ~:'l (1/P2)nen'/2 = A L:~1(1/p1)nen' 
Then, from (4. 9)'/(r, J.l, cp) =fl - f 2• Starting from 
the identities 

00 x 2 
~ (n - 1)xn = ,Ix I < 1, 
n=l (1 - x)2 

f; (n _ 1)2xn = x 2(1 + x), Ix I < 1, 
n=l (1 - x)3 

we determine the quantities 

(Nfl '/l) = A2.( Ip212 - 1)-2, 

(Nf2'/2) = A2'(lpl I2 - 1)-2, 

(4.29) 

(4.30) 

(Nfl>f2) = A2'(P2P1 - 1)-2 (4.31) 

(Nf2'/1) = A2'(P2 P1 -1)-2, (4.32) 

(N~1'/1)=A2'[(lp212 + 1)/(lp212-1)3], (4.33) 

(N2f2'/2) =A2'[(lpI 12 + 1)/(lpl I2 - 1)3], 

(N2fl'/2) = A2'[(P2PI + 1)/(P2PI - 1)3], 

(N%'/l) = A2'[(P2PI + 1)/(P2P1 - 1)3]. 

(4.34) 

(4.35) 

(4.36) 

From (4.29), (4.30), (4.31), and (4.32) we determine 
(Nf'/) and from (4.33), (4.34), (4.35), and (4.36) we 
determine (N2f'/). 

A Characteristic Property of the States Iz 
From (4.9) we have all the normalizable minimal un­
certainty states for the operators C and 5. For X = 
0, i.e., for PI = ir- I/ 2 and P2 = -ir- 1/ 2 we obtain the 
Yo- states and for A >" ° and r = 0 the class of/z­
states. If we require that in the minimal uncertainty 
states both C and 5 must have the same mean devia­
tion, then we obtain from (4.28) r = 0, i.e., we obtain 
the statesfz. Thus the equality of the mean square 
deviations is a characteristic property of the states 
fz. The so important for its applications 7 class of 
f. - states can be also physically defined as follows: 
fz - states are the minimal uncertainty states for the 
oscillator phase operators C and 5, in which both C 
and 5 have the same mean square deviation. 

5. MINIMAL UNCERTAINTY SEQUENCES FOR 
THE OPERATORS C AND 5 

A sequence Un}, n = 1,2",', is called a minimal 
uncertainty sequence if it corresponds to the con­
tinuous spectrum of the operator (3.2), Le.,in has the 
property limll (T - Al)in II = 0 as n --) ct). 
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In general, we have found in Sec. 2 that the expectation 
values of A and B tend to the values J], coscp and 
- J], sincp, where J], is given from the relation .\ = 
rJ], exp(icp) + J], exp(- iCP) and.\ belongs to the con­
tinuous spectrum of the operator (2. 2). 

The continuous spectrum of the operator (3.2) is 
obtained for J], = 1. Thus, the expectation values of 
C and S in the sequence of states!" tend to the values 
coscp and - sincp, 0.,: cp .,: 27T. 

Setting (rV + V* - .\I)fn = ~n' where limll~n II = 0 as 
n ---7 00 we can determine as in Sec. 4 the mean square 
deviation of C and S in the sequence of states!". 
These mean deviations tend to the values given from 
(4.26) and (4.27) as n ---700. But in this case, we have 
J], = 1 and therefore, as follows from (4.26) and (4.27), 
we have 

(6C)2 ---70, (6S)2 ---7 O. 

Thus, the minimal uncertainty sequences for the 
operator (3.2) have the property that the expectation 
values of C and S tend to the limit coscp and - sincp 
and the mean square deviations tend to zero. 

From a general theorem, proved in Ref. 4, it follows 
that the operators (3.2) and V have the same mini­
mal uncertainty sequences. Setting!" = A· 6f=1 akek , 

we can determine the coefficients ak and the constant 
A in order thatfn be a minimal uncertainty sequence 
for the operator V, corresponding to the continuous 
spectrum of V,.\ = exp(- iCP), 0"" cp .,: 27T. We find 
ak = exp(ikcp) and A = n-l/ 2. Thus 

n 

fn = n-l/ 2. 6 eik¢ek • (5.1) 
k=l 

It is not difficult to find the physical quantities in the 
sequence of states (5.1). A straightforward calcula­
tion gives 

(C)n = (1- l/n)·coscp, 

(S)n = - (1 - l/n)·sincp, 

(C2)n = cos2cp + (3 - 8 cos2CP)/4n, 

(S2)n = sin2cp + (3 - 8 sin2cp)/4n, 

(6C)2 = (l/n)·[! - (cos 2cp)/n], 

(6S)2 = (l/nH~ - (sin2cp)/n], 

(N)n = (n - 1)/2, 

(N2)n = (n - 1)(2n - 1)/6, 

(6N)2 = (n 2 - 1)/12. 

APPENDIX A: NORMAI.JZABLE MINIMAL UN­
CERTAINTY STATES 

Let A, B be two self- adjoint operators, satisfying the 
commutation relation AB - BA = iC. Let D(A),D(B), 
and D(C) be the definition domains of A, B, and C, res­
pectively. Assume that V "'- 0, Bol "'- 0, (C) = 
(Cf,i) "'- 0, where Ao = A - (A), Bo = B - (B). Then 
for every real y we haveS 

1100 ± iyBo)fll2 = IlAofl12 + y211Bofll2 'f y<C). (AI) 

For y = !<C)·IIBolIl2 we have from (AI) 
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Il
f + i (C) B \ 112 = 411VII2·IIBolll 2 - (C)2 
\Ao 211Bolll 2 oll 4 IIBolil 2 

(A2) 
From (A2) we obtain the uncertainty relation for A 
andB 

(A3) 

Assume that there exists an elementf such that the 
equality in the relation (A3) holds. Then 

A f + i (C) B f = 0 
o 211Bofll 2 0 

or 
Af + i (C) Bf = (A) + i (C) (B»f 

211Bofll2 2 IIBof II 2 ' 

i.e., (since Af "'- (A>.n there exists a real y"'- 0 such 
thatf is an eigenelement of the operator 

L =A + iyB. (A4) 

If, conversely, there exists a real y "'- 0 such thatf be 
an eigenelement of the operator (A4) with the eigen­
value K, then we must have K = (A) + iy(B), i.e., 

Aof + iyBof = O. (A5) 

From (A5) we obtain y = llAofll/liBofil in case y > 0 
and y = - IIAofll/IiBofil in case y < O. From the iden­
tity (AI) it follows always that 

211Aofll-llBofil = l(c)l, 

i.e., the equality in the relation (A3) holds. Thus we 
conclude that the statef minimize the relation (A3) if 
and only if there exists a real y "'- 0 such thatf is an 
eigenelement of the operator (A4). 

Remark: Since y can take positive and negative 
values, the residual spectrum of the operator L for 
y> 0 is the point spectrum of L for y < O. This is 
the role of the residual spectrum of the operator L. 
The continuous spectrum of L plays also an impor­
tant role, which we shall examine below. 

APPENDIX B: MINIMAL UNCERTAINTY SEQUEN­
CES OF STATES 

Let K belongs to the continuous spectrum of the 
operator (A4) for a real y "'- O. This means that 
there exists a normalizable sequenceJ; such that 

(A + iyB)J" = g,. 
and 

limll~ II = 0 as n ---700. 

(B1) 

(B2) 

We call the sequence!" minimal uncertainty sequence 
for the operator L. 

From (B1) we obtain 

~nr.. + iyB~r.. = ~n' 
where 

~n = g" - (g" ,J")J,, , 

~) = A - (Afn,in), 

Ban) = B - (BJ,.,in). 

(B3) 

(B4) 
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From (B4) we have On the other hand, equality (AI) gives 

II~nll ~ 211g;,11---') 0 as n---')oo (B5). II~ 112 = IIA(n)F 112 + II~ _ A(n)F 112 _11~n -~n1..II(C), 
n .'0 In n·'O In IIB~'in II n' 

and from (B3) 

y = II~n - 4n'inll/IIB~n%. II. 

(We consider the case y > 0, Le., due to (AI), (C)n = 
(Cfn'!n) > 0.] 

If limll4''i..11 = 0 or limIlB~'in II = 0 as n ---') co, we say 
that the sequence!,. tends to minimize ~e relation 
(A3) in the sense that both (C)n and 211~nJ" 1I·IIBbn1..11 
tend to zero. 

If limIlA~'i..1I '" 0 and limllBbn'i. II '" 0 as n ---') co, we may 
assume that from a large n 0; II ~n II < IIAbn1..lI. 
Thus we can set 

114''i.. II - II ~n II ~ II ~n - Abn%. II ~ II ~n II + IIAbn%. II. (B6) 

R. Jackiw, J. Math. Phys. 9,339 (1968). 
E. C. Lerner, H. W. Huang, and G. E. Walters, J. Math. Phys.ll, 
1679 (1970), p. 1683. 

3 P. Carruthers and M. Nieto, Rev. Mod. Phys.40, 411 (1968), p. 435. 
4 E. K.Ifantis, J. Math. Phys.12, 2512 (1971). 
5 E. K.Ifantis, J. Math. Phys.12, 1021 (1971). 

Due to (B6) we obtain from (B7) 

lI~n112 ~ lI~nf..1I2 + (lf~nf..II-II~nll)2 

(C)n > o. (B7) 

_ lI~n II + 114nrnll( \ 
IIB~"J;, Cln 

or 

2114'%. 1I·IIB~nr,. II - (C)n ~ II ~n 11
2 • 

211Ag'ln lI'IIB~ln II + (C)n 

lI~nl..11 
Le., due to (B5) the sequence!" tends to minimize the 
relation (A3). 

6 E. K. Ifantis, J. Math. Phys.ll, 3138 (1970). 
7 E. K.Ifantis, J. Math. Phys.12, 1961 (1971). 
S From the identity (AI) it follows that if C 2: 0 (C :5 0) and y < 0 

(y> 0), then the point spectrum of A + iyB is empty. In particu­
lar, if C == I and y < 0, the point spectrum of A + iyB is empty. 
This is the case of the position and momentum operators Q and P. 

Erratum: Weight Lowering Operators and the Multiplicity­
Free Isoscalar Factors for the Group R5 

p. Math. Phys.12, 594 (1971)J 

S. J. Alisauskas and A. P. Jucys 
Institute of Physics and Mathematics of the Academy of Sciences of Lithuaniall SSR, l'illliIlS, LSSR 

(Received 24 November 1971) 

The last entry on the right of Eq. (30b) should be 
-Kl - 2. In the next-to-last line of the right-hand 
side of Eq. (38), the subscript 1 was omitted. The 
symbol (KO) on the left in Eq. (43) should be (k 0). 
rhe left-hand side of Eq. (44) should read 

[~;) <:j 0) (~~)]. 

The factor (212 - f3)! in the numerator on the right of 
Eq. (27) was omitted. Instead of the last y in the de­
nominator of the sum in Eq. (A. 2) should be z. 

Erratum: Solution of the Schrooinger Equation in the 
Hardy-Lebesgue Space 
[J. Math. Phys.12, 1961 (1971)] 

E. K. IfanUs 
Nuclear Research Center "Democrilos, Aghia Paraskevi Attikis, Athens, Greece 

(Received 22 November 1971) 

Proposition 4 is not correct. The error is in the 
counter example. The eigenelement x = ~r:oxLeL 
was normalized by taking x 0 = I while in this case 
Xo = O. In Proposition 2 the operator <P(V) is bounded 

1 E. K. !fantis, J. Math. Phys.ll, 3138 (1970). 

because <P(z)'f(z) E JC2(:D) for every fez) E JC2 (:D). 
The statement <P(z)'f(z) E JC2(:D) follows easily from 
the integral condition that characterizes the elements 
of the space JC2 (:D) (See Ref. 1). 
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